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Executive Summary

Air pollution from particulates (as P} represents a significant problem in many partdNefv
Zealand. Most large urban areas, and many smalk,ohave exceedences of the National
Environmental Standard value for 24-hour conceiatnatof PM, of 50 ug m?.

The high concentrations are due to emissions franus sources, and these need to be reduced.
However, the relationship between emissions andemrations is complex, since the weather and
climate factors that lead to poor dispersion argh lioncentrations are highly variable. For a given
level of emissions, some areas that are exposedvianaty do not get exceedences, whilst others that
are sheltered can experience unacceptably higlesalu

In order to formulate suitable mitigation strategi¢ is necessary to understand the relationship
between the emissions and the weather in ordeetifyvhat mitigation actions are working, and to
assess trends. This cannot be done by examininmahéoring results alone, since a particularly bad
year might have higher concentrations even thobhgheimissions are going down, or conversely a
particularly good year might see lower concentratithat are due solely to the weather rather than
any emissions reduction.

Objectives

This research has been undertaken to investigatet@l the complex relationship between emissions,
weather and PN concentrations. The analysis has been conductedomitoring data from central
Christchurch over the 8 year period 1999 to 2006risEchurch was chosen because Environment
Canterbury has operated an active series of miigalicies, and it was postulated that the anslys
could help determine how effective these have bEea.objective was not to test these policy options
but simply to analyse the monitoring results ta@ase understanding. The Rvhonitoring data from
Christchurch are also of high quality and well edito the analysis.

A key feature of this research is that it has beedertaken separately, and independently, by three
separate collaborating groups. The work is partthed Foundation for Research Science and
Technology programme “Protecting New Zealand's l&a”, and represents a combined effort to
see if any, or each, of the three methods can peodseful results.

The data required were supplied to each of thepggday Environment Canterbury and has undergone
a significant degree of quality control. The datsed included (1) the hourly values of RM
concentration at the Coles Place monitoring sit&tirAlbans, and (2) weather parameters from the
same site, comprising air temperature (at two hs)gtwind speed, wind direction, and relative
humidity. The objective of each of the researchugsowas to see if any of these parameters, or
combinations of them, could explain the substanyiear-to-year variation found in the basic
monitoring data (shown in Figure S1), and whetherimpact of their variability could be removed



from inter-annual variations in air pollution contetions (leaving a time series affected solely by
changes in emissions).
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Figure S1: Time series of the 24-hour RMconcentrations at Coles Place, 1999-2006 (the
standard value is also shown by the red horizdimiz).

Methodology

The first approach (by NIWA and Environet) congistef a “regression tree analysis”. This is a
sophisticated model that takes all of the weatleiables, along with the hourly Rytconcentrations,

and progressively tries to make the best fit’ é@ svhich of the weather variables can best expifen
variability in the PM,.

The second approach (by Endpoint) was a “simpleetaition analysis”. This method examines the
correlation between 24-hour R)concentrations and selected weather variablestigitt influence
the concentrations, such as wind speed, numberiwf geriods, and air temperatures.

The third approach (by Canterbury University) wasamplex regression analysis”. This method uses
filtering and data transformation techniques toaeethe influence of weather variables, and idgntif
the underlying concentration variations due to siuiss variations.

The basic results of the three approaches are simokigures S2, S3 and S4.



Results

Results from the three approaches are summarised.

Regression tree analysisThe regression tree analysis produces a serieslaifonships (regression
trees) between the concentrations and various e@tibns of the weather variables. It then applies a
range of statistical tests to determine which \deis have the strongest influence on the
concentrations. These variables can then be fattoue of the basic concentration time series to
indicate the longer term trend. The result is shawhRigure S2 for the percentage of winter days$ tha
experience exceedences of the standard. The résditsate a decreasing trend in frequency of
exceedences since the peak in 2001.

Simple correlation analysis:Correlations were examined between pbbncentrations and a number
of weather parameters, including wind speed, aiperature, number of cold periods, number of calm
periods, and temperature profiles. This was onlyied out on daily data and focused on the winter
months only. The results showed that the bestioalsttip occurred between air temperature and
concentration, shown in Figure S3. The simple ¢atign analysis indicates that over this 8 year
period, for a given set of weather conditions, dlirepollution concentrations have been decreasing,
reflecting a lower level of emissions.
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Figure S2: Regression tree analysis results showing the pegenof similar winter days
experiencing an exceedence of the 24-hougRiandard.
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Figure S3: Yearly trends in 24-hour average RMwith respect to average daily temperature
(1999-2006). The curves fitted to the more recardry tend to be lower, indicating
lower air pollution for a given air temperature

Complex regression analysisThe focus of this part of the analysis was on diaien the 5pm to
midnight period, since this is when most of the @itlution emissions from home heating occur.
Evening averages of Plyland weather variables (5 pm — 12 am) were cakdiiom the hourly data.
Following careful analysis of the distributions,esage PM, concentrations were transformed using
the natural logarithm (Iggand wind speed using the square root. The eftdcteasonal variations of
temperature were then removed using a multi-stejppecess, and then a multiple linear regression
performed that removes the influence of the weatlagiables. The residuals between observed and
predicted were then used to identify any trends ¢bald not be explained by the weather variations,
and finally the evening time series was smoothédgus 365 day moving average filter. The results
are shown in Figure S4 — both the original dataes®d the one with the influence of weather vadabl
removed. It can be inferred from these results #missions increased up to 2001/2002, and have
decreased since.

Discussion

Each of these three analytical approaches, usmgame input data have produced consistent results.
It is not surprising that they all show some retucin PM,, concentrations in central Christchurch,
since even a cursory examination of the time setes (Figure S1) hints at this. What is more
relevant is that each has shown (a) a very cleantification of the influence of the weather and
climate — with the main determinant being air terapge, and (b) a long term average decrease in
peak concentrations. Although not analysed in Hetta¢ studies indicate a reduction in the peak
concentrations over the 8 year period of 3-4% par yhat is largely independent of weather factors.
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Figure S4: Smoothed trend lines of the average 5-12pm;Pdbncentrations with the
influence of weather variables removed.

It is not possible to make any solid predictionsfature pollution concentrations, since factors
influencing the emissions of Plyimay change. However, this rate of decrease was linear, and if
was to be maintained — and these are both ver{ifig- central Christchurch will be closer to (if not
meeting) the National Environmental Standard by320lhe certainty of this outcome could be
improved if this study was repeated every two tedtyears.

The research, whilst indicating some promising onres, must be interpreted cautiously. The data
period is not very long and contains a significd@gree of variability. A full analysis of the stdical
significance of the results has not been carrigg and what was completed for the regression tree
analysis showed that the results frequently did meet stringent statistical significance critelfia.
should also be noted that the main focus of rekesodar has been on controlling for the influente
weather variables on average concentrations. Hawthe National Environmental Standards refer to
exceedences of specific values over certain timmge It is the number of these exceedences that
must be reduced by 2013 — this may, or may notrebmed to a reduction in long-term average
concentrations. The rationale for initially focugion average values is that it allows an assessofient
general trends of air pollution concentrations gsimore robust statistical techniques. Future wark o
analysis of the frequency distribution of hourlyda@4-hour average concentrations, and non-
parametric analysis of exceedences will strengthemesults presented here.

There is also the issue of the unexplained vaiigliil the results, which indicates that there aitger
factors influencing the concentrations that have been taken account of here. These include the
influence of temperature inversions, more compléxawlows around the city, and just how often
people use their solid fuel burners because ofweather factors (e.g. week verses weekend use), fue
prices, special events, and unusual cold snaps, etc



Summary

The PM, concentrations measured in central Christchurehn the 8 years from 1999-2006 have been
analysed using three different and independentntquks. Each has shown that differences in the
weather from year-to-year can explain a significambunt of the variability in measured RMThe
strongest relationship is with air temperature deolweather means higher concentrations), but also
with wind speed (calmer winds means higher conaéotrs). Other factors such as inversion strength
also influence the concentrations.

Each of the studies suggests that there has beeduation in PM, emissions over the period,
particularly since 2001. Although not a statisfigatrong result, it can be inferred from the sasdi
that a reduction in emissions has averaged abd@t Ber year over 1999 to 2006.

Any, or all, of these techniques can also be agpice other areas in New Zealand to assess the
influence of weather on Plyiconcentrations, which will be different in diffeteregions.
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1. Introduction

1.1

Background

Assessing trends in air quality has long been probtic for air quality practitioners
because of the variable impact of meteorology fy@ar-to-year. In urban areas of
New Zealand, the frequency of calm winds and teatpee inversions affects the
number of high pollution days. Meteorological fast@lso affect the magnitude of
concentrations measured.

Assessing trends in air quality data in New Zealsndlso limited in many areas by
availability of data, with many datasets of limitddration or based on one day in
three sampling regimes. Notwithstanding these diffies, monitoring of trends in
contaminant concentrations is a necessary taskdncils to track the effectiveness
of policy options in managing air quality.

The importance of evaluating trends in air contamts, in particular in average
concentrations of Pl has increased with the introduction of NationaviEpnmental
Standards (NES) for air quality. The NES specifyinait of 50 pg m® (24-hour
average) for Pi with only one allowable exceedence per year. Theyjude
restrictions on councils’ ability to grant resourcensents for air discharges in or
affecting non-complying airsheds. The regulatiorgude restrictions on issuing new
resource consents from 2013 and a prohibition amtgrg resource consents for
significant PM,, discharges if a linear reduction in pJMoncentrations from 2005 to
2013 is not met. The latter is referred to as thaight-line path (SLiP) (Fisher,
Kuschel and Mahon, 2006) to compliance by 2013.sTime ability of regulators to
track trends in P concentrations between 2005 and 2013 is a vergritapt tool.

To date there has been limited investment in deuedptools which enable regional
councils to assess the trends in air pollution eatrations with time. This project will

help plug this knowledge gap and assist regionahcis in their task of moving

toward compliance with the NES. The detailed analgescribed in this report has
been applied to data from Christchurch, as an elgmpith the objective of

demonstrating the methodology for use in any regiddew Zealand.

Using air quality data to track Progress towardif¥andards: Case study - Christchurch 1999 — 2006
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1.2.  Aim and objective

The aim of this report is to provide regional cailswith tools that will enable the use
of air quality monitoring data to assess:

» Compliance with a region’s SLiP

« The effectiveness of a region’s air quality managenstrategy

The objective of this study is to develop and corapaethods for assessing trends in
PM;o emissions using monitored R#§Mconcentrations and meteorological data.
Christchurch is used as an example because ofeliskmown air pollution problem
and available data.

This objective can be distilled to address tremdsmissions that may be of interest to
environmental regulators:

* Trends in average Pl emissions from year to year and more specifically
from winter to winter.

« Trends in emissions on days when a,p&bncentration of 50 pg Fris being
exceeded: i.e. year to year trend in the numb&i&8 exceedences.

e« Trends in emissions on days when maximum ;Pobncentrations are
measured: i.e. year to year trends of peak 24-pollution events.

These distilled objectives can be achieved by s@lly refining the analysis of the
data set to progressively reduce the meteorologiflalence on P concentrations,

i.e. consider more tightly defined meteorologicakms (e.g., a lower “low” wind

speed classification, or a greater proportion dfchours). Different approaches to
evaluating medium to long term trends might be tgped depending on which of
these objectives is deemed most important.

It should also be noted that the main focus ofaegeso far has been on controlling
for the influence of weather variables on averagacentrations. However, the

National Environmental Standards refer to exceeglent specific values over certain
time periods. It is the number of these exceedetiatsnust be reduced — this may, or
may not, be related to a reduction in long-ternrage concentrations. The rationale
for initially focusing on average values is thatallows an assessment of general
trends of air pollution concentrations using mavbust statistical techniques. Future
work on analysis of the frequency distribution obully and 24-hour average

Using air quality data to track Progress towardif¥andards: Case study - Christchurch 1999 — 2006 2
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concentrations, and non-parametric analysis ofed@eces will strengthen the results
presented here.

1.3.  Multi-pronged approach to problem solving

Three project groups were established, each weélbtief of developing a method to
control for the influence of weather variables merage PM, concentrations and to
use this method to facilitate an assessment ofsamnigrends in Christchurch over the
period 1999 to 2006. The general approaches wedlas's:

 Group 1: Regression tree analysis based on handy24-hour Py} and
meteorological data.

* Group 2: Simple correlation and regression of @drlPM,, data and
weather parameters.

* Group 3: Complex regression and filtering techngjog extracting the
influence of specific weather parameters using lyalata.

The methods and outputs were compared and thedcteiéness and the overall
consistency of the results were considered. Metlamdsresults were also compared
with a study undertaken by Canesis in 2004 (Enwirvamt Canterbury, 2004). The
outcomes of the Canesis study are summarised tioS&c

1.4.  Structure and content of the report

The report is structured to provide easy to folkovd concise information. The content
of the report has been selected to provide relesadhtpractical guidance to air quality
resource managers, scientists, analysts and téahsid he report is structured:

» Background and overview of the study — Section

« Review of previous investigation into ChristchufM,, trends — Section 2

e Summary of regression tree analysis — Section 3
* Summary of simple correlation and regression arslys — Section 4
e Summary of complex regression analysis — Se&ion

Using air quality data to track Progress towardif¥andards: Case study - Christchurch 1999 — 2006 3
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» Discussion and comparison of results — Section 6

* Conclusions, gaps and recommendations for futum wo — Section 7

Details of the method and the full set of resuttent the regression tree, simple
correlation and regression, and complex regressioalyses are provided in
Appendices A, B and C respectively.

Monitoring site, monitoring methods, datasets and éfinitions

The datasets used in the study were provided byir@ment Canterbury and
consisted of all data collected at the Coles P{&e\lbans, Christchurch) air quality
monitoring site. A map and photograph of the Cétece monitoring site are shown
in Figure 1.1 and Figure 1.2 respectively.
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Map showing the location of the Coles Place momitpsite.

The Coles Place monitoring site was commissionedEhyironment Canterbury

(ECan) in August 1998. It was established as amradtive to the historic Packe St site
(also located in St Albans), which was situatedaohlock of land that was to be
redeveloped. As the Packe St site was able to ée ustil 2002, a comparison of
concentrations measured at both sites could be rdadeg the overlap period.

Concentrations of PM varied little between these sites.

In Christchurch, Py has been monitored continuously using the Ruppraod
Patashnick Co., Inc. Tapered Element Oscillatingrbtialance (TEOM) particulate

Using air quality data to track Progress toward,/¥¢andards: Case study - Christchurch 1999 — 2006
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monitors since 1994. The operation of these ingtnimis automated and they can be
interrogated remotely, with data available every tainutes. This method of
measurement heats the air sample to minimise \afftesting the particle weight, but
volatile particulate is lost during heating and tbtal mass of particulate is reduced.
From 1999, PNy was monitored with a TEOM operated with an inkehperature of
40C to reduce the loss of the volatile fraction of gM trial was carried out in 2003
and 2004 whereby a filter dynamic measurement sy$fOMS) was integrated with
a TEOM operating at 36 (TEOM-FDMS). Concentrations from the TEOM-FDMS
were found to be very similar to those from theHi¢plume Sampler. As a result of
this trial, in 2005 Environment Canterbury adoptieel TEOM-FDMS for the purpose
of reporting PM, concentrations under the requirements of the Natio
Environmental Standards.

11/2/2005 12:19

Photograph of the Coles Place monitoring site.

To avoid inconsistencies between the analysedotlmving definitions were agreed
between the three project groups:

* A PMy, exceedence equals a 24-hour average,Bdhcentration greater than
50 pg n when measured from midnight to midnight using FR¥MS or data
adjusted for FDMS equivalence.

Using air quality data to track Progress toward,/¥¢andards: Case study - Christchurch 1999 — 2006
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» The equations for adjusting 24-hour average TEOKA aaeasured at 40
(1999 to 2004) to FDMS equivalence were:

TEOM@40>=44, FDMS equivalent = (TEOM@40+3.15)8.7
TEOM@40<44, FDMS equivalent = (TEOM@40-2.23)/0.74

« 1-hour average TEOM data measured aC4(999-2004) were adjusted to
FDMS equivalence using the method described in AgpeA.

e The 24-hour average period from midnight to midhigh calculated from
hourly data using the hours 01:00 on reporting dat®0:00 on the day
following the reporting date.

* The annual peak P} concentration is the highest 24-hour average ,PM
concentration measured between January and Decefmbehe reporting
year, adjusted to FDMS equivalence.

* The annual average RMconcentration is the average of the 24-hour aeerag
PMyq concentrations from 1 January to 31 DecemberHerreporting year,
adjusted to FDMS equivalence.

The regression tree and complex regression stugsesl 1-hour average RM

concentrations measured at Coles Place over ths y&99 to 2006. The 1999 to
2003 data were measured using a TEOM operated @t Zbie 2004 to 2006 data
were recorded using a TEOM-FDMS. The TEOM(40) dd@99 to 2003) were
adjusted to be TEOM-FDMS equivalent measuremeritgguibe method detailed in
Appendix A.

The regression tree and simple correlation studies used 24-hour average BM
concentrations measured at Coles Place over ths y&99 to 2006. The 1999 to
2004 data were measured using a TEOM operated @t Zbie 2004 to 2006 data
were recorded using a TEOM-FDMS. The TEOM(40) dd@99 to 2003) were
adjusted to be TEOM-FDMS equivalent measuremeniaguthe methodology
established by Environment Canterbury and as eetail bullet point 2 above.

Using air quality data to track Progress towardif¥andards: Case study - Christchurch 1999 — 2006 6
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Limitations of the study

Emissions of P\, vary hour-to-hour, day-to-day, month-to-month gmer-to-year.
Separating out the temporal variability in RMemissions from the variability
occurring as a result of different meteorologicapacts is a very complex task.

This study utilised one of the longest and most mainensive Pl data sets
available in New Zealand. A three pronged appro&xhproblem solving was
employed to ensure the results presented are asstras practically possible.
However, there are limitations to this study whisttoduce some uncertainty into the
results and prevent a definitive solution beingvted. For example despite the data
record being one of the longest available in Newl&ed it is constrained to eight
years.

The limitations of the data and methods used ias $tudy are noted in the relevant
sections of the report and potential enhancemergssaggested in the report’s
conclusions. While all care has been taken to predabust and useful findings, the
conclusions presented in the report must be kepomtext of the study’s limitations.

Trends in PMyo concentrations — Christchurch 1999 to 2006

Figure 1.3 shows the annual 1-hour averagg.Ridncentrations as measured at the
Coles Place monitoring site for 1999 to 2006. Datpture at the site is very good,
with each year having at least 95% of the availaldta. A total of approximately
69,000 hours of data is presented in Figure 1.8.1he boxes in Figure 1.3 represent
the inter-quartile range and the white diamondntieelian value.

B8535 hourly data (median and quartiles)

1999 2000 2001 2002 2003 2004 2005 2006

Trends in hourly average RMconcentrations at Coles Place, Christchurch 1999-
2006.

Using air quality data to track Progress towardif¥andards: Case study - Christchurch 1999 — 2006 7
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Figure 1.4 shows the annual 24-hour averaggyRbhcentrations as measured at the

Coles Place monitoring site for 1999 to 2006.

The statistical significance (95% confidence ind¢yrof the year-to-year differences in
24-hour average P}concentrations was investigated using the Krugkalks test (a
nonparametric version of the classical one-way AMOMVDetails of the Kruskel-
Wallis (K-W) method and test results are presemteppendix A.

2781 daily data (median and quartiles)

1999 2000 2001 2002 2003 2004 2005 2006

Trends in 24-hourly average R)toncentrations at Coles Place, Christchurch 1999-
2006.

The results of the K-W test show that there isgaificant increase in both 1-hour and
24-hour concentrations from 1999 until peak valaes reached in 2004. Following
this peak there is a significant decrease to 200& 2006 1-hour and 24-hour
concentrations are not significantly different fr@®05. It is important to note that the
year-to-year trends demonstrated in Figure 1.3Fagdre 1.4 do not account for the
year-to-year variation in meteorology.

2. Previous assessment of trends in Christchurch’s P concentrations

Canesis Network Ltd were engaged by ECan to aghessffect of its air quality
management policy of reducing the emission frondsioiel burning domestic space
heating devices. To extract information on changlomestic emissions from ECan’s
ambient air quality data, Canesis employed a neasore of air quality -dualifying
evenings The results of this study are presented in folla report entitledAn
Alternative Measure of Air QualitgEnvironment Canterbury, 2004), while the key
points from that report are summarised below.

Using air quality data to track Progress towardif¥andards: Case study - Christchurch 1999 — 2006 8
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2.1 PM, and meteorological data

The Canesis report was produced in 2004 and attithat ECan had a P data
record that ran from 1996 to 2003. There were nh@rent issues with the RpMlata
set, that Canesis had to address before being@ahbke it as a continuous record. The
data were recorded:

* Using TEOMs operating with varying inlet temperatir30, 40 and 50 °C

« At two different sites: Packe Street (1996 to 19889 Coles Place (1999 to
2003).

To assess the trends in particulate emissions highly desirable to have data
recorded at one site, using one method. Detailh@n data from the two sites
measured by TEOMs with different inlet temperatumesre synthesised into a
continuous series are provided in Section 3 of@aeesis report. Very briefly, the
PM;, data collected by the TEOM at various inlet terapaes were all transformed
by regression analysis to TEOM(40) equivalent déke site-to-site differences were
accounted for by defining relationships of wind eghetemperature and inversion
strength between the two sites. The Packe Stregj &la were then mapped to the
Coles Place site using the site-to-site meteorodgelationships.

The result of these data transformations was tater€éEOM(40) equivalent Pjfland
meteorological data sets that were specific taQblkes Place site for the years 1996 to
2003.

2.2.  Qualifying evenings

The meteorological data were then used to defialifying eveningswhich would
facilitate the evaluation of the effect of emissioinom solid fuel domestic space
heaters on ambient air quality data. Canesis assuha emissions from solid fuel
domestic space heaters exert the most influencanobient air quality, and are
therefore most easily measured when there is:

» Atemperature inversion — this traps pollution with shallow vertical layer.
» Little wind — limits dispersion (dilution) of poltion

* Low temperatures (cold) — people light fires aneé M, in the urban
atmosphere is emitted mainly from home heating.
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These three meteorological criteria resulted ingSanfocusing their analysis on data
monitored between 6pm to midnight over the montpslAo September.

Qualifying evenings were defined using three metiegiical variables:

* Temperature measured at 1 m
* Wind speed

* Temperature inversion — difference in temperatuesasared at 1 and 10
metres above ground level

A qualifying evening had to have all thee variabl@ser than “threshold values”.
However, Canesis found the process of definingstiokel values “a bit subjective”.
They investigated 40 different definitions of qéihg evenings using combinations
and permutations of threshold values. At the entthisfprocess, threshold values for a
“reference scenario” were chosen:

» Temperature measured at 1 m had to be bef@v 9
« Wind speed had to be lower than 1.5 s

» Temperature inversion (temperature at 1 m minupéeature at 10 m) had to
be less than -0°@

Only PM,, data from qualifying evenings (when reference adenthresholds are
met) were used in the analysis. For qualifying @wgsy the hourly PN} values
between 6 pm to midnight were used to find a meah median value. This P
value was taken as representative of that parti@laning. By concentrating on the
representative PM values, Canesis suggested it should be possiblextact
information regarding emissions from solid-fuel destic heating.

2.3. Normalising data

Averaged PM, over the qualifying evenings was plotted for egehr. The scatter of
data within years was found to be large. Canesisluded that the large range was
due in part to varying weather conditions. Scattéhin qualifying evenings was
reduced by normalising PiMwith respect to weather conditions (specificallingv
speed and temperature measured at 1 m), thus ngdscatter in the data and
increasing the data’s (trends) significance. Detafl the normalisation procedure are
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provided in Section 4.2 of the Canesis report. G@enormalisation procedure also
accounts for year-to-year variation in climatic dibions.

The normalising procedure removed between 5% aftl dl0the scatter within each
year, depending on the thresholds used to defiaéfgjung nights. The causes of the
remaining scatter are unknown.

Results

Canesis found asfgnificant downward trend — via a least squares linear fitof—
qualifying evening PN} values over the period 1996 to 2003. Canesistlirfgs were
independent (within reason) of the combination arfiables used to define qualifying
evenings and independent of whether mean or mdelid values were used in the
analysis.

Conclusions

Canesis concluded that:

« Emissions from solid fuel domestic space heatepeapto be reducing by
between 2 and 6% every year.

* Measuring the change in emissions from solid fumhestic space heaters
using normalised qualifying evening RMdata was robust, since a
qualitatively similar downward trend was observeor fall reasonable
definitions of “qualifying” and independent of tethues used (average,
median, etc.).

e It is important to understand the causes of theanmgimg scatter in Phj
values and further reduce it, as this will furtleprove confidence in the
year-to-year downward trend.

3. Regression tree analysis

3.1

Introduction

The method used to analyse the impact of meteogr@adg®M,, concentrations was to
allow for statistical groupings of the relationstiptween PN, and meteorological
variables using a regression tree analysis. Anviswerof the regression tree method
is provided in Appendix A. A full technical desdign of the method can be found in
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De'ath and Fabricius (2000). Very briefly, the e=sgion tree identifies which
meteorological variables cause the most variatioiné PM, concentrations. The tree
model then clusters the RMdata into groups with similamptedictor variables. In
the Coles Place PMhourly data set the strongest predictor variallelsided month,
hour of day, one metre air temperature and wincedp&he PM, data from a
particular group (with similar predictor variablas)then broken down into year and
subjected to trend analysis. The year-to-year mdiffees in PN, were tested for
statistical significance using the K-W test.

3.2. Method

A four staged approach was used, with the regnessies fitted using Matlab
(Mathworks version 2006a).

1. Complete 1-hour average PN, data set.The entire hourly average R
data (68,985 hours) were clustered using a regrese. This created groups
of PMy, data defined by similar meteorological and tempeasiables. Within
each node some of the effect that varying metegrodd and temporal
parameters have on RMconcentrations had been removed (or controlled).
The data contained in the group with the highestRMlues (1604 hours)
was broken down by year and the year-to-year vanan hourly average
PM;, concentrations examined.

2. High concentration hourly average PM, data: The subset of hourly
average PN} data representing high concentrations (from sthpewvere
subjected to a second and more refined regressenanalysis. This created
sub-groups within the high pollution subset witkhich some further effect
of meteorology on PM had been removed. The data contained in a
combination of these high pollution nodes (1054repwere broken down by
year and the year-to-year variation in hourly ager&®M, concentrations
examined.

3. Complete 24-hour average PNp data: The entire 24-hour average RM
data set (2781 days) was clustered using a regressie. The data contained
in the group with the highest BMvalues (206 days) was broken down by
year and the year-to-year variation in 24-hour agerPM, concentrations
examined.

4. Trends in exceedences of 50 pginThe entire 24-hour average RMlata
set (2781 days) was clustered using a regressiea. ffhe top seven
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meteorological classifications (490 days) wereaelbto provide a range of
PM,o concentrations from extreme to marginal (above pp m°) NES
exceedences. The data contained within these gguoeps were broken down
by year and the year-to-year trends in the proporof days producing an
NES exceedence was examined.

The 1999-2006 PM and meteorological datasets were fairly comple¢ss than 2%

of the hourly data was missing and less than 5%hedaily data was missing. In the
hourly dataset, if either the BMor any of the meteorological data was missing, the
hour was discarded. In the 24-hour dataset, days ey used if 75% of their hourly
data was available.

3.3. PM, concentration trend analysis
3.3.1. Identifying and grouping high hourly average PMydata

The hourly average Pjfldata set contains a large number (68,985 hourdataf and
has a skewed distribution, with many low values d&mder high values. With a
skewed data set such as this one, there is alvégkhie influence of the fewer high
value data will be out of proportion to their numbehis issue can be dealt with by
reducing the magnitude of difference between higd Bbw values. A logarithmic
transformation could have been used. However, taorréhe importance of the high
values, and because tree models do not requirgraahdalistribution, a square root
transformation was chosen. The transformed datawset then subjected to a
regression tree analysis. Detailed results fronreélgeession tree analysis can be found
in Appendix A.

The main predictor variables used to categorisd’tflg, data were temperature, wind
speed, month of the year, time of day and temperatwersion. Some of these
predictor variables, such as month of year, tentperand time of day are likely to be
segregating data based on variations infvhissions.

The regression tree gave a coefficient of detertitingr’) of 0.38. This indicates that
around 38% of the variation in RMconcentrations are accounted for by the
relationships between the predictor variables (bottteorology and temporal) and
PM;o concentrations described by the regression trhis. §hows that the regression
tree analysis is reducing some of the impact thearyto year variation in
meteorological conditions have on RMoncentrations.
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The high pollution group was defined by the follogi predictor variables:
temperature measured at 1 m was less than 4.68¢5 bbthe day were between 6 pm
to 3 am and a temperature inversion (warmer teryrerat 10 m than at 1 m) was at
least -1°C. It is important to note that the datatained in the high pollution hourly
subset were defined by critical meteorological dtimals and not by PM values.
However, the 1604 hours of data in the high pdalutigroup identified by the
regression tree had a mean value just aboveu@i4#®, which is approximately four
times higher than the next group.

3.3.2. Time trend analysis on high pollution hourly data

The high pollution hourly PM concentrations subset was disaggregated by year and
the resulting year-to-year trend is displayed iguFé 3.1. The blue boxes in Figure
3.1 represent the inter-quartile range and theenttiimond the median value. There
were at least 120 data points for each year.

1604 hourly data from highest pollution node (median and quartiles)

300 -

200 -

-3
P, , pam

100 p--

1999 2000 2001 2002 2003 2004 2005 2006

Figure 3.1:  Year-to-year variation in hourly average RMoncentrations within the high pollution
sub-group.

Figure 3.1 shows that within the high pollution gpahe highest hourly average M
concentrations tended to be recorded in 2000. Batv2®00 and 2004 there has been
a general decrease in concentrations, but the alezigas slowed or even stopped in
2005 and 2006. The year-to-year differences wepboexd using the K-W test. The
results of the K-W analysis show that the decreasehourly average PM
concentrations between 2000 and 2004 is statilstisanificant (95% confidence
interval (Cl)). The concentrations recorded in 2@06l 2006 were not significantly
different to those recorded in 2004 (See Figure. ABE decrease in median values of
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1-hour average PM concentrations displayed in Figure 3.1 over theopel999 to
2006 is 3Qug mi>. This represents an annual average decrease of 2.3%.

To assess the effectiveness of the tree model ducheg the meteorological
variability, a multiple linear model was fit to timégh pollution hourly subset of data.
The percentage variation explainable by meteoroldgpredictors, using a multiple
linear regression (MLR) model reduced from 29% loe ¢complete dataset to 18% on
the high pollution subset. This shows that theniefj of the dataset has succeeded in
removing some of the variability in Pydue to meteorology. More detail is provided
in Appendix A.

3.3.3. Identifying and grouping extreme hourly average PMydata

In an attempt to remove as much of the ;pPMariability due to meteorology as

possible, a second regression tree analysis wakictad on the untransformed hourly
average high pollution data group (1604 hours).aDatinsformation was not

necessary because of the revised data range anestiigéng frequency distribution of

the high pollution category. The regression tresdyans sub-divided the high pollution

data group into nine separate meteorological & groupings.

The extreme high pollution group identified by thecond regression tree contained
1054 hours of data with a mean value of abouti22H1°. The extreme high pollution
group was defined by the following predictor valesb wind speed less than  1.17 m
s*, months April to August.

3.3.4. Time trend analysis on extreme high pollution data

The extreme high pollution hourly average gbbncentrations were disaggregated by
year (resulting in at least 79 data points for egehr). The resulting year-to-year
trend is displayed in Figure 3.2.
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1054 hourly data from all nodes except 3 and 4 (median and quartiles)

1999 2000 2001 2002 2003 2004 2005 2006

Figure 3.2:  Year-to-year variation in hourly average BMoncentrations within the extreme high
pollution sub-group.

Figure 3.2 shows a very similar result to that ldiged in Figure 3.1. Within the
extreme high pollution group the highest hourlyrage PM, concentrations tended
to be recorded in 2000. Between 2000 and 2004 tmesebeen a general decrease in
concentrations, but the decrease has slowed or ge@ped in 2005 and 2006. The
year-to-year differences were explored using th&/Kest. The results of the K-W
analysis show that decrease in hourly average, Bdhcentrations between 2000 and
2004 is statistically significant (95% CI). The centrations recorded in 2005 and
2006 were not significantly different to those netmml in 2004 (See Figure A7). The
decrease in median values of 1-hour average, Bbhcentrations displayed in Figure
3.2 over the period 1999 to 2006 is g mi°. This represents an annual average
decrease of 3.1%.

The regression tree for the high pollution sub-grquroduced a coefficient of
determination @) of 0.33, compared to 0.38 for the complete dataEhis shows that
the regression tree analysis for the high pollusaibgroup is further reducing the
impact that year-to-year variation in meteorolobienditions has on PM
concentrations.

A multiple linear regression model was also fithe extremely high pollution subset.
This model concluded that weather variables expthionly 9% of the variation in the
extreme pollution data, and indicates that thehfurtrefining of the high pollution
subset has succeeded in removing more of the v#giab PM;, due to meteorology.
More detail is provided in Appendix A.
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3.3.5. Identifying and grouping the high 24-hour average M ,data

The 24-hour average RWdata set contains 2,781 days of data and has aedkew
distribution, with many low values and fewer higlalues. The square root
transformed data set was subjected to a regressieranalysis. Detailed results from
the regression tree analysis can be found in Agreikd

The main predictor variables used to categorise2thdour PM, data were wind
speed, month of the year, one metre air temperadncetemperature inversion. Wind
speed was the most important predictor in the maddlcontributes just over half of
the explanatory power of the model.

The regression tree gave a coefficient of deterticingr”) of 0.65. This indicates that
around 65% of the variation in BMconcentrations was accounted for by the
relationships between the predictor variables (bo#teorology and temporal) and
PM;o concentrations described by the regression tree.

The tree grouped the 24-hour data into 15 nodese tbf which were identified as
high pollution days. The 3 high pollution groupsndfied by the regression tree
contained 206 days of data with a mean value olLial80 pg mi°. The highest
pollution group had a mean value of A m* and was defined by the following
predictor variables: wind speeds lower than 1.2"ménter months (May, June, July
and August), one metre air temperature less tHEiC8nd a temperature inversion of
at least -0.1°C. The second and third highest potiigroups had mean values of 80
and 70ug m®respectively, and were defined by very similar preed variables, but
with slightly higher wind speeds. The 3 high pabtiat groups were aggregated to
create the high pollution 24-hour subset.

3.3.6. Time trend analysis of high pollution 24-hour averge PM,, concentrations

The high pollution 24-hour PM data were disaggregated by year (resulting ieast|
14 data points per year). The resulting year-ta-yeend in 24-hour average RM
concentrations is displayed in Figure 3.3.
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206 daily data in nodes 16, 17 and 26 (median and quariles)

1999 2000 2001 2002 2003 2004 2005 2006

Year-to-year variation in 24-hour average fgMoncentrations within the 3 high
pollution groups.

Figure 3.3 shows that within the high pollution set) the highest 24-hour average
PM;, concentrations tended to be recorded in 2001 a08.Between 2002 and 2004
there has been a general decrease in concentrawinthe decrease has stopped or
even reversed in 2005 and 2006. The year-to-ydfareices were explored using the
K-W test. The results of the K-W analysis show thatdecrease in 24-hourly average
PM;o concentrations between 2001 and 2004 was nostatatly significant (95%
Cl). Also, the concentrations recorded in 2005 206 were not significantly
different to those recorded in 2004. (See Figur@)AThe decrease in median values
of 24-hour average Pjconcentrations displayed in Figure 3.3 over thaéopel999

to 2006 is 11.31g m>. This represents an annual average decrease of 1.6%.

A second regression tree analysis performed ohitfepollution group did not assist
in further evaluating the impact of meteorology doese of the limited number of days
within this classification (206 data points). Howeyv the percentage variation
explainable by meteorological predictors, using BRmultiple linear regression)
model reduced from 61% with the complete datas&t88 with the high pollution
subset. This shows that the refining of the dathastsucceeded in removing some of
the variability in PM, due to meteorology. More detail is shown in Appri#d

Trends in exceedences of 50 pg'n

PM,, data for the period 1999 to 2006 breaches the diE@entration of 50 pg
(24-hour average) on 286 of the 2781 sample da¥6%y). The majority of these
exceedences (69%) occurred within the three highutmm groups analysed in
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Section 3.3.5. These groups typically representearetogical conditions during
which the worst case Plylconcentrations occur.

To assess the changes in the number of NES excsexlassociated with a reduction
in PM,o emissions requires the capture of less extremear@bgical conditions, i.e.,
those days currently or previously resulting in @amtrations around 50 pginTo
increase the capture of thesedrginal day%, additional groups from the regression
tree analysis undertaken in Section 3.3.5 were chdtlee top seven meteorological
classifications from the regression tree were s$etb@s being representative of
marginal days. This combination of groups contai#@d days (18% of the days) and
contained 253 exceedences (88% of the total exneedeaecorded). This grouping of
the 24-hour average Rydata (extreme and marginal days) was disaggregatgdar
and the percentage of days greater than 50 igas calculated for each year. Figure
3.4 shows the year-to-year variation of the pewrmgmtof marginal days with Py
concentrations of greater than 50 pg (24-hour average).

Figure 3.4 indicates that in 1999 around 60% ofRMg, concentrations on marginal
days resulted in NES breaches compared with jsst fean 40% during 2006. The
data displayed in Figure 3.4 suggest that ovepthed 1999 to 2006 there has been
an annual average decrease of 2.8% in the chaata tharginal day will produce an
exceedence of the RYINES. The most probable explanation for this ieréase in
PM;, emissions.

3.4. Discussion

The approach used in this section to evaluate srem&M,, concentrations with time
involved three steps: (1) grouping PjWdata based on similar predictor variables
(meteorological conditions, month of year and tiofeday), (2) disaggregation of
these groups into year of monitoring, and (3) asialyf the resulting year-to-year
trend. Trend analyses were undertaken using bbtiut-and 24-hour concentrations.
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% exceedences by year in nodes 16, 26, 17, 11 27, 9 and 23
70

% exceedences

1999 2000 2001 2002 2003 2004 2005 2006

Figure 3.4:  Year-to-year variation of the percentage of maigilags with PM, concentrations of
greater than 50 pg h24-hour average).

The regression tree analysis identified that thghést 1-hour PM concentrations
occurred most frequently when wind speed was 1mois less, one metre air
temperatures were below 2°C, a temperature inveesigsted, the time was between
18:00 to 03:00 and the seasons were late autumnvamer. The predictor variables
objectively identified by the regression tree vetgsely matched those that would
intuitively be expected.

From the almost 70,000 hours of 1-hour averageoRidta recorded between 1999
and 2006, a high pollution sub-set was identifiguis high pollution group contained
approximately 1600 hours of data (2.3% of totakhvei mean value of 144g m°. An
additional analysis of the high pollution data s$edis undertaken to produce an
extreme high pollution group. This extreme high lgdn group contained
approximately 1000 hours of data (1.5% of totahhwa mean value of 228g m?>.
Trend analysis was undertaken on both the higheatr@mely high pollution groups,
and both groups of data showed very similar treftis. highest 1-hour average RM
concentrations tended to be recorded in 2000. Betv2®00 and 2004 there has been
a significant decrease in concentrations, but g@ahse has slowed or even stopped
in 2005 and 2006.

These results suggest that there was a generaadecin P} emissions over the

period 1999 to 2004, but the decrease has slowgibidraps even halted in more
recent years. However, it is possible that in tHaser years, some of the impact of
meteorology is not accounted for by the relatiopshilescribed by the regression
trees. It should also be remembered that not ftesf of meteorology will have been
removed and the effect of the remaining meteorolsgijfficult to quantify.
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The regression tree analysis found the highestazd-RM concentrations to occur
most frequently when: wind speeds were lower than §', winter months, ground
temperature was less than 8°C and a temperatueesion existed. From the almost
3,000 days of PM data recorded over 1999 to 2006 a high pollutiob-set was
identified. This high pollution group contained amxmately 200 hours of data (7%
of total) with a mean value of approximately §@ m°. Trend analysis was
undertaken of this high pollution group. The higheéXl-hour average P
concentrations tended to be recorded in 2001. Betvw@01 and 2004 there has been
a general decrease in concentrations, but the alezigas slowed or even stopped in
2005 and 2006. This is a very similar trend to titzgerved in the 1-hour average data,
although in this example the difference in conatitns between 2001 and 2004 was
not statistically significant. The trends observed the 24-hour average BM
concentrations suggest that emissions of FRMer the period 2001 to 2004 may have
decreased, but not significantly so.

An initial reaction to the 24-hour average resululd be that it is inconsistent with
that observed in the 1-hour average data. Howdweemissions from home heating
do not occur consistently over a 24-hour period.sMaf the heating activity (and
emissions) occurs in the evening (4pm to 10pm) aittmaller, but still important,
activity period between 06:00 and 10:00. Therefie effect of any home heating
emission reduction strategy is going to be mosingflly observed on an hour-to-hour
time scale. When the time scale of observatiomsci®ased from 1-hourly to 24-hour
the total amount of PM reduction remains the same, but its effect willsb@othed
over a longer period and therefore relatively snaaltl harder to identify. So it is
possible that a significant reduction in RBMemissions is occurring, although
anticipated reduction in 24-hour average ;pPMoncentrations is not observed as
strongly as anticipated due to the effect of thyéer period averaging period.

Another very significant variable impacting on thé-hour average approach is the
simplification of the meteorological parameters-{@tr averages) used in the model.
In particular, it is not helpful to use 24-hour eages of wind speed and temperature
inversions because of the significant variability these parameters on days when
PM;, concentrations are elevated. High pollution days Christchurch are
characterised by strong negative temperature gradieold temperatures and low
wind speeds during the evening. During the daytihnmyever, the temperatures are
warmer than average, temperature gradients mavegdyr positive than average, and
wind speeds can be higher. Thus the extremes iearwogy observed during the
evening are not well reflected in a 24-hour averdgefining the meteorological
variables used in the analysis of trends in 24-fauarage Plyy could significantly
improve this analysis.
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Decrease in the proportion of “marginal days” wiiM,, concentrations that just
exceed the NES, provides further evidence thatoRvhissions were decreasing over
the period in consideration. This decrease in tfupgrtion of days that exceed the

NES is only apparent within a broader range of oretegical data classification

S

(rather than worst case). This is because thg, Bbhcentrations within the worst case

meteorological classification are typically muctgher than 50 ug thand even
relatively large reductions in Plylconcentrations are unlikely to take them below

the

NES. The proportion of NES exceedences within figh Ipollution group of data is

therefore only likely to change once significantigsions reductions are achieved.

The most relevant trend to monitor, in terms of timgethe NES, is that associated
with changes in 24-hour average RMoncentrations under worst case meteorological

conditions. In essence these trends can be obsbyednsidering the upper quarti

le

data in Figure 3.3. As indicated above, tracking troup of data relative to the
number or proportion of exceedences does not ridlitestreductions in concentrations

because of the absolute difference between exipiay concentrations and 50 pg

m

5 1tis possible, however, that this will be a wseol for illustrating trends in
exceedences at some stage in the future, whenasegmeduction in concentrations

has been achieved.

Summary of Key Findings: Regression Tree Analysis

This analysis has used all of the hourly measurésneh air pollution and weather from the Coles El
monitoring site over the 8 years from 1999 to 200® 000 hours). The air pollution measurementstaea all
examined in groups to see which ones occurred usidglar weather. In this way, a ‘tree’ of relatghips or
‘predictor variables’ is built up. These trees nieaye many variables in them, and each can be a&skaytevel
of importance. In other words, the method idergifiehich weather variables are most important feriaring
the amount of air pollution. Once these relatiopshiave been discovered from the regression tiemgcan be
used to say something about the underlying trem@srissions.

The highest concentrations tended to occur durimgew (May, June, July and August) evenings, whendir
was still and cold. A group of high air pollutioneasurements (about 2000 hours) that occurred uretgr
similar conditions were identified. These high ptén measurements were then clustered accorditigetgear
within which they were measured. Finally, a yeag¢ar comparison was undertaken to see if therebead
any changes over time.

This study suggests that the highest air polluti@asurements were recorded in 2000. Between 200207
there appears to have been a significant decreaa# pollution concentrations. However, the cori@ions
measured in 2005 and 2006 are very similar to thos2004. The decrease in concentrations seemsve
slowed or stopped in recent years. The analysigesig that emissions in 2000 and 2001 were theekigind
they then decreased over 2002, 2003 and 2004,ppaaa to have levelled off in 2005 and 2006. Theran

overall decrease through the 8 year period though.
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4. Simple correlation analysis

4.1.

4.2.

Introduction

There is an obvious and direct relationship betwherweather and the occurrence of
air pollution. This is strong in Christchurch, lagcurs to some extent throughout the
country. The most direct relationships are withdsgiti...when it's windy air pollution
emissions get blown away,.and with temperature..(when it's cold people burn
more in home heating appliances, emit more, angaliution emissions increase)...
However, there are also more subtle relationsisipsh as the occurrence of inversions
— which often coincide with cold temperatures amthcperiods. This part of the
research examines the relationship between aiutmoll (as PMy) and weather
variables using simple correlation methods. Itrafits to establish the relationship
between the key weather variables and occurreridaglopollution levels, in order to
understand the year-to-year variability in pollatibat is seen in the monitoring.

This section is a summary, with the highlightstef tesults and more detailed analysis
given in Appendix B.

Method

The methodology is straightforward and simple. Hasic PM, and weather data
series from the central Christchurch monitoring $dr the period 1999 to 2006 has
been used. This has been cleaned, corrected alydeshan an hour by hour basis for
the whole period (as described in Appendix B). 8ihgh levels of air pollution in
Christchurch generally only occur in winter, onlyetwinter data have been used
(May, June, July and August). The analysis has b&mn conducted just using the
core winter months of June and July.

Simple correlations were made between the ambielitipn data of interest (peak
concentrations of PN and frequency of exceedences of the;Pd8tandard) and the
weather variables (average daily temperatures aodrences of calm wind periods).
These were then analysed for each year in the B-gkaly period to assess
relationships and trends.

The relationship between the weather variables @oildition was then analysed to
assess how this had been changing over the stuthdpand see if any inferences
could be made about trends in Christchurch’s diufion.
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4.3. Results

Table 4.1 shows a summary of the basic cross-edioak. It shows a high level of
correlation between core winter average near-serfc temperature and average
PM;, concentrations (-0.79), and between the averagershof calms and
concentration (-0.75). There is a weaker corratatioth 10 m air temperatures (-
0.63), and with average 24-hour wind speed (-0.5Hgre is little correlation with the
low level temperature difference (-0.26), and naite humidity (0.07).

Table 4.1; Correlation of average 24-hour RPMvith various 24-hour weather conditions for the
months of June and July 1999-2006.

Average
Average Average Average temp. Average Average
June PMio (Coles temp. at temp. at difference Wind  hours of percentof  Average
and July Place) im 10m (Im-10m) speed calms calm RH
of: (igm™) (°C) (°C) (°C) (ms™)  (/day) winds (%) (%)
1999 58.0 6.7 7.9 -1.2 2.2 13.0 54.1% 85.1
2000 38.3 8.4 9.2 -0.8 2.3 115 48.1% 74.1
2001 64.8 5.6 6.2 -0.6 1.8 155 64.4% 72.0
2002 48.7 6.4 6.5 -0.1 1.8 14.0 58.4% 79.1
2003 49.9 6.8 7.4 -0.6 1.9 14.0 58.5% 77.0
2004 51.0 6.9 7.6 -0.7 2.0 14.0 58.5% 75.7
2005 46.2 6.9 7.0 -0.1 2.0 13.8 57.4% 78.1
2006 50.8 5.7 na na 1.9 na na na
Correlation -0.79 -0.63 -0.26 -0.54 0.75 0.75 0.07

The correlation between BMand temperatures and calms is not independentl Col
temperatures and calm winds can themselves belatede although not necessarily
completely equivalent in producing a high RMalues. For instance, there could be
cold windy days with low PM, or relatively warm calm days with high RMThe
correlation with vertical temperature differenceifly a crude indicator of inversions)
is not at all strong (-0.26). Temperature inversiare transient in nature, and vary in
depth, which has a significant effect on the amiivl;, concentration on an hour by
hour basis. These transient events are not alile tesolved and accounted for when
using 24-hour averages, as has been done here.

Figure 4.1 shows all of the daily RMconcentrations plotted against average
temperature and frequency of calms. This showshilght pollution (here indicated by
days where the standard was exceeded) generally ooty when the temperature is
low, and the percentage of calms is high. Thereewwr exceedences when the
average temperature was abové4nd very few when there was less than 10-12
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hours of calms per day (here a ‘calm’ is definecgasaverage hourly wind speed of
less than 2.0 m3.

30 ¢ Coles Pl monitored days (1999-2006)
¢ Coles Pl exceedence days (1999-2006)
25 § ry
I S ¢t .8t $ * 3 ¢
20 * : $ & o TIPSR
$14. i s

gkttt r**

‘0 .

0 I T T T T T
0% 20% 40% 60% 80% 100%

Percent of calm winds per day

Average daily temperature (C)

Figure 4.1:  Comparison of monitored days and days which exab#ue NES for Coles Pl (1999-
2006) using average daily temperature and percemtgalms.

The number of ‘cold’ days (with temperature < 5 9@jies significantly from a low of
13 in 2000 to a high of 42 in 2001 (Figure 4.2)eTdverage PM concentration for
this subset of days also differs from year-to-yeatty some hint of a downward trend.

100

@ Average PM10 on days with temperature <5C
m No. of days with average temperature <5TC

80 -

Average daily PM 10 /number of days

1999 2000 2001 2002 2003 2004 2005 2006

Figure 4.2:  Average PM, concentrations on days with an average temperatloev 5°C, for all
months 1999-2006.
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The pattern is similar using data from ‘cool’ dawgs, shown in Figure 4.3. Here
instead of using days with < 5 °C, the days of°&%vere arbitrarily selected. There is
a similar variability in the number of days (446), but less in the average PM10
concentration, again with some indication of algligownward trend. This result
suggests that there is some defined relationshipdam the weather and air pollution
that can be adjusted for temperature variatiornabamissions trends can be assessed.

@ Average PM10 on days with temp between 6 and 9C

80 m No. of days with average temperature b/etween 6 and 9C

70

60

50 ~

10 /number of days

40

30

20 ~

10 ~

Average daily PM

1999 2000 2001 2002 2003 2004 2005 2006

Figure 4.3:  Average PM, concentrations on days with an average temperaeingeen 6 and 9
°C, for all months 1999-2006.

4.3.1. Correlation model

For the winters of each of the 8 years covereddtily average temperature and the
PM,q concentrations were plotted together, as showRignire 4.4. A logarithmic
curve was fitted to the relationship. Despite tirgé scatter, a trend in the form of this
relationship emerges. That is, for a given tempeeatthe amount of pollution
associated with that temperature appears to bénl@ssre recent years.

This analysis was also conducted for the averagwwdeature over the June/July
period, and for the frequency of calms. The resaléssimilar, but not presented here
(see Appendix B, Figure B12).
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Yearly trends in Plyp with respect to average daily temperature (1998620

Discussion

This analysis shows some level of correlation betwdaily weather averages and
PMyq, but it is by no means strong. As noted earliee, telationship is likely to be
influenced by other weather factors that have m@nbanalysed — such as inversions.
Good temperature inversion data are frequentlyamatlable for most cities and towns
of New Zealand. Other factors that may influence thlationship are secondary
factors (such as variations in the price or avditglof fuel) and more subtle weather
features (such the length of cold periods, whengdo periods of cold weather may
cause people to burn more than would be expectédeaemperatures alone).

Given the results shown, it is tempting to concltitiet they provide evidence of a
systemic reduction in P} emissions in the Christchurch airshed. The data well
indicate this, but the results need to be integorevith caution, since (a) there is
substantial variability and the statistical sigrdfince of the relationship has not been
determined, (b) the weather relationships are Groahgtting important factors such as
inversion extent and strength, (c) some secondéargrd have not been accounted for,
such as fuel prices or particularly cold, or wapmriods.
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Summary of Key Findings: Simple Correlation Analyss

This analysis shows that much of the year-to-yeamability in the air pollution occurring i
Christchurch in winter-time can be explained by@anweather variables. The strongest relations
occurs with temperature — the winters with coldeerage temperatures experience higher
pollution. This fairly obvious result occurs corterstly and for a range of temperatures. Higher
pollution also occurs in winters that have mordqar of light winds or calms.

The year-to-year variation in these weather pararsetan mask any long term trends in emissi
When variations in the temperature and calms antgaflp accounted for, there are indications thres
emissions in Christchurch have decreased overdhed 1999 to 2006, resulting in lower polluti
concentrations for a given weather pattern. Howetrgs result is not strong, and the trend ocq
over several years with any particular year capableaving higher or lower pollution levels tharet

ship
air
air

previous years, due to the high year-to-year vditiain the weather.

5. Complex regression analysis

5.1. Introduction

The methodology used in the complex regressioryaisails to some extent based

on

the method outlined by Wise and Comrie (2005). Trtentioned paper investigated
meteorologically adjusted trends of RMozone and a number of meteorological
variables in the southwest of the United StatesAoferica. The Kolmogorov-
Zurbenko filter (KZ filter) used in their paper whsst introduced to investigations of
ambient air quality by Rao and Zurbenko (1994) tieatively separate different
frequencies within a time series. Numerous stublese subsequently confirmed its
usefulness in achieving various objectives withimgaality research (e.g. Hogrefe et.

al. 2003;Ibarra-Berastegi et. &2001; Porteet. al. 2001)Yang and Miller2002;Anh,
Duc and Azz1997;Eskridge et al1997).

In this study, however, the above mentioned methdide and Comrie 2005) needed

to be modified to some extent. The application afltiple linear regression an

d

subsequent residual analysis using the KZ filtsuases constant emissions, which, in

the case of PM emissions in Christchurch is not appropriate. Tmeliminary
approximation of constant emissions is describdaovbe

5.2. Method

A PMy, time series (FDMS equivalent; see Appendix A fatails on data

preparation) from Coles Place, St Albans (Apper@jxSection 3) was analysed

in

order to evaluate meteorological influences over pleriod 1999-2006, inclusive.

PM,qconcentrations were averaged on a daily basihéohours between 5 pm and
am as it was found to be the main peak time focentrations (see Figure 5.1).
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1 2 3 45 6 7 8 9 1011 12 13 14 15 16 17 18 19 20 21 22 23 24
Hour (ending)

Mean diurnal PNy concentrations for Coles Place, St Albans (1990620Values
shown are hourly averages ending on the hour given.

Wind speed, 1m air temperature and the verticapezatiure difference between 1m
and 10m, all obtained from the same site as the,Bhcentrations, were chosen to
be representative of meteorological conditions. &Viepeed and temperature
difference represent the intensity of horizontald avertical mixing within the
atmospheric boundary layer, respectively. Theseeamnetogical variables were
averaged over the same period as,£M

The identified diurnal maximum of concentrationstlire evening hours reflects the
fact that by far the largest contribution to BMconcentrations measured in
Christchurch originates from home heating deviagshsas log burners. This makes
emissions very variable as they are highly dependertemperature behaviour and
can therefore not be considered as constant over in comparison to emissions
from traffic which show only little variation ovethe course of a year). This is
underlined by the fact that RMexceedences only occur in winter. In other woadls,
temperature is a key cause of gMmissions in Christchurch, whereas wind speed
and temperature difference modify concentrations.

Following the methodology described by Wise and @eni2005), multiple linear
regression analysis was performed to identify (asdbsequently remove)
meteorological influences from the dataset. Thipragch, however, assumes that
emissions are approximately constant over timethatiresulting concentrations are
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being modified only by weather conditions. As awll above, PMconcentrations in
Christchurch cannot be considered constant duehéoirifluence of temperature.
Therefore, this dependency had to be removed fithre regression.

According to Ott (1990) pollutant concentrationsyg@elly show log normality and
this was evident in this case. Therefore,;Pbbncentrations were transformed using
the natural logarithm. Afterwards, each year wadg sgo a winter and a summer
season (April-September and October—March, reségli For each season of each
year, evening PM concentrations were regressed against temperatnde the
calculated dependency was corrected using thewitp formula, retaining the
maximum variation by recalculating the observeddigsls to represent deviations
from a zero trend line (i.e. the overall mean of;pM

corr. log: PMy, = (((loge PM — (a + b TEMP)) / 2)- V3)) + avg. PM

with corr. log. PM = natural logarithm of temperature-corrected;Pédncentration,
loge PM = natural logarithm of raw PM concentrationsSTEMP = 1m air temperature,
avg. PM= mean raw evening P}ylconcentration for each seasary intercept of the
calculated regression abd= slope of the calculated regression. After tthie, dataset
was rejoined into a continuous time series.

Figure 5.2 shows the inverse relationship betwegnPM and TEMP for the whole
time series before the correction was applied. Sitape of the cluster of points does
not indicate a linear dependency between the twiablas. It was found that this is
due to the fact that the observed negative comelavas significantly higher during
the winter seasons (i.e. at lower temperaturesjlewdome years even showed a
positive relationship in the summer seasons (Appe@dSection 1).

This also led to a residual weak negative corm@fadfter the corrected seasons were
rejoined to create a complete time series (Appe@di8ection 2), which was removed
in the same way as outlined above for individualseas and resulted in a completely
temperature independent time series offddncentrations (Figure 5.3).

This temperature corrected data set was then taketfie input time series for the
subsequent multiple linear regression analysislémtify, quantify and subsequently
remove meteorological influences on eveningPkbncentrations in Christchurch
(Appendix C, Section 4).
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The relationship between 1 m air temperature ard rtitural logarithm of PN
recorded between 5 pm and 12 am at Coles Placall@ns.

loge PMyg

r? = 0.0000 ° °
r = -0.0001 .
-1t |p=0.9973 .
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Temperature [deg. Celcius]

PM,q concentrations recorded between 5 pm and 12 aBGolas Place, St. Albans
showing no dependency on temperature.

To remove the remaining meteorological influencebarizontal and vertical mixing
conditions, multiple linear regression analysis vpasformed. The corrected R
concentrations were selected as the dependentblearéand regressed against the
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independent variables of wind speed (which wassframed using the square root to
approximate a normal distribution) and temperatlifeerence. The regression was
able to explain about 20% of the remaining variaincthe PM, concentrations {r=
0.193).

Residual analysis was performed to investigatevélr@tion in concentrations which
remained unexplained by the above mentioned mdtepeal influences. The
residuals can be considered as revealing variatigihén PM,q concentrations due to
factors other than meteorology and thus represebetter approximation of the
behaviour of emissions.

To make the residuals comparable to concentratioexs were added to the overall
mean of the raw (but temperature corrected) meammes. This step is necessary as
residuals, by definition, only represent deviatidrasn a calculated series of values —
in this case the calculated series of optimal pteis of PMy concentrations based
on variations in wind speed and temperature diffeee— and therefore fluctuate
around a zero line (i.e. their sum equals zero).

This new dataset can now be understood as adjlidthd concentrations, where
meteorological influences, namely 1 m air tempeeatwind speed and presence and
strength of a temperature inversion have been reth@¥ppendix C, Section 5).

5.3. Results

A simple moving average filter (based on the Kolomy-Zurbenko or KZ filter) was
applied to both the raw and the adjusted,pPt&ta set. A window size of 365 days
(evenings) was chosen to average out seasonaldlumis and two repeated iterations
were run to facilitate interpretation of the trefithe result of the first iteration is
referred to as K#s; and the second as K, Each iteration truncates half the size of
the chosen window length at each end of the timeeseSo, the first filter run
effectively cuts one year off the time series dralgdecond run two years.

The comparison of the resulting trends is showRigure 5.4. The dotted lines show
smoothed hourly PM concentrations where seasonal fluctuations haga bemoved
(KZ365,). The solid lines are further smoothed (removingthiations smaller than 1.4
years) to aid interpretation of the long term bétawv of PMy concentrations

(KZ3es.)-
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Comparison of the trend of raw (grey) and adjustdthck) hourly PM,
concentrations recorded between 5 pm and 12 amnlas ®lace, St Albans. The dates
indicate the beginning of the year.

The raw trend for the evening hours follows thedrebserved in daily averages (for
comparison refer to Aberkane, Harvey and We0B5) reflecting general winter

conditions (primarily influenced by variations ineam temperatures throughout the
winter months). This becomes particularly evidenhew comparing average
concentrations for 2000 and 2001, reflecting mildd acold winter conditions

respectively.

The adjusted trend suggests an increase ip BMissions with a peak in late 2001 to
early 2002. Afterwards, emissions appear to deeresadily until autumn 2006.
Thereafter, K4gs 1 indicates a slight increase towards winter 2006 floctuations are
apparent throughout the entire trend line and riol ®@nclusions should be drawn
from this.

Figure 5.5 provides a summary of the adjusted tsmees plotted as a box plot
showing mean concentrations along with their stehddeviation for each year.
Similar to Figure 5.4, a decrease in emissiondie/ed after a peak in 2001. It can
be assumed that 2001 was a rather exceptionalagesdicated by the wide span of
the standard deviation. Since 2002, variabilityhwiteach year has decreased and
somewhat stabilised in recent years (with 2006 ragadicating a slight increase). A
similar trend is shown Appendix C, Section 6 (shayihe median and quartiles for
each year), where the span of the upper quartith wespect to the median is
somewhat wider than the lower quartile in earlieargs compared to recent years. This
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is especially true for the winter months May to Asgas shown in Appendix C
(Section 7). However, the trends in medians fohltbé overall yearly data, as well as
the winter subsets, are rather different from tieeds depicted by the mean values
(Figure 5.5 and Appendix C, Section 8). For the imedalues, no clear trend can be
established for the winter months. The whole yedta ghow a delay in the peak in
emissions, which does not occur until 2003. Thadsein the mean values for both
winter and whole year data (Figure 5.5 and Apper@ixSection 8) show similar
patterns and furthermore, follow the trend desctiby the moving average filter
(Figure 5.4).

60
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PMy, [ugm™]
W
8

20

10

|<> Mean [l MeanzSD
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Year

Box plot of the final adjusted annual times sedé®M;, concentrations showing the
mean and standard deviation for each year.

Nevertheless, the trend lines presented only caymariod of 6 to 7 years (K& . and

KZ 3651 respectively) and it needs to be emphasised thaltast interpretation of long
term behaviour is inappropriate considering thisrstime span. No clear evidence
can be found to explain the behaviour of emissamdescribed by the adjusted trend,
but it may reflect the effectiveness of Environme@anterbury’'s air quality
management strategy.

Discussion

The analysis described above revealed a trend Nbw Bmissions which peaks in
2001/2002 and shows a decrease since then. Thigvieo, does not agree entirely
with Environment Canterbury’s emissions inventagrieghich identify a peak in

emissions in 1999 and a decrease in 2002. Furtmernas described earlier, the
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statistical approach used in this study assumesst&@oin emissions which are
subsequently modified by meteorological conditiorse creation of a time series that
is independent of temperature behaviour (which lmamnterpreted as a rough proxy
for seasonality) certainly supports the approxioraf emissions being constant in
time. However, it is a matter of fact that the néénome heating devices is limited to
the cold half of the year in Christchurch and themee emissions will always be
subject to seasonal variation. As a result of tarsy analysis of the complete time
series will always be limited in its accuracy. Titdisation of a running mean filter
with a window that is larger than the seasonaltfiagons certainly reduces the impact
of this uncertainty. Nevertheless, a level of utaety about the accuracy of the
results due to the methodology remains. A quaatifin of the expected bias seems
impossible at this stage, although further modiiaraof the analysis might provide
means to overcome this problem. However, for tive tbeing, the results presented
can be considered as a good approximation of emnigghaviour in the vicinity of
Coles Place derived from a time series of averagaierg PM, concentrations.

Summary of Key Findings: Complex Regression Analysi

A meteorologically adjusted time series of eveniPll,, concentrations was created which|is
independent of temperature, as well as of vertiaal horizontal mixing. This adjusted data set aan b
seen as a representation of ffMmissions as the above mentioned meteorologiflakeimces have
been removed. The adjusted trend suggests an seciea@missions with a peak in late 2001 to early
2002, while they appear to decrease steadily tfterea

6. Discussions

The PMy concentrations measured in central Christchurobr dke 8 years from
1999-2006 have been analysed using three diffarhindependent techniques. Each
has shown that differences in the weather from-y@gear can explain a significant
amount of the variability in measured RMMThe strongest relationship is with air
temperature (colder weather means higher concemisat but also with wind speed
(calmer winds means higher concentrations). Othetofs such as inversion strength
also influence the concentrations.

The data and resources required to undertake ddbhee analytical techniques used
in this study are compared in Table 6.1.

Despite the different techniques used, each ofatiyses indicates that there has
been a reduction in PjMlemissions over the period, particularly since 208ihough

not a statistically strong result, the studies @isticate that this reduction has been of
the order of 3-4% per year over 1999 to 2006. Altftothese results cover a different
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period than that considered (1996 to 2003) in theeSis investigation (Environment
Canterbury, 2004), the results are broadly consiste

Table 6.1: Comparison of the three analytical techniques urséhis study
Analysis Technique Input data required Resources ne  eded to undertake
Analysis
Regression Tree 1-hour average PMsg, hour of day and Knowledge of advanced statistical
meteorological data methods and access to advanced
statistical software.
24-hour average PM;o and
meteorological data
Simple Correlation 24-hour average PM;o and Knowledge of basic statistical methods
meteorological data and access to basic statistical software.
Complex Regression 1-hour average PMso and Knowledge of advanced statistical
meteorological data for 18:00 to 0:00 methods and access to advanced
each day statistical software.

7. Conclusion

7.1.

Achievement of the aim and objective of the study

The aim of this project was to provide regional mals with tools which will enable
the use of air quality monitoring data to assess:

» Compliance with the region’s SLiP

* The effectiveness of the region’s air quality maeragnt strategy

The objective of this study is to develop and corapaethods for assessing trends in
PM;o emissions using monitored R§/concentrations and meteorological data. The
trends teased out from the monitoring data canobepared to the region’s SLIiP and
the effectiveness of the region’s air quality maaragnt strategy assessed.

Each of these three analyses used the same injaudld produced consistent results.
Although not analysed in detail, the studies aflicate a reduction in the peak over
the 8 year period of around 3-4% per year. Eacllysisashowed (a) a very clear

quantification of the influence of the weather &lichate — with the main determinant

being air temperature, and (b) a long term avedageease in peak concentrations.

The research, whilst indicating some promising ootes, must be interpreted
cautiously. The data period is not very long andtams a significant degree of
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variability. A full analysis of the statistical sigicance of the all results has not been
carried out, and what was completed for the regedsee analysis showed that the
results frequently did not meet stringent statdtsignificance criteria.

There is also the issue of the unexplained variglil the results, which indicates that
there are other factors influencing the concemratithat have not been taken account
of here. These include the influence of temperatversions, more complex wind
flows around the city, and just how often people tneir solid fuel burners because of
non-weather factors, such as fuel prices, speeaits, unusual cold snaps, etc.

Given the positive outcomes it is concluded thahkibe aim and objective of the
study have been met.

7.2. Potential enhancements

The attempts to achieve the aims of this study mgiklighted a number of gaps in
the available data. These are in three broad aresis pollution data, weather and
climate data, and data on social and economic drive

7.2.1. Air pollution data

The PMg monitoring record from Christchurch is relativglgod, being probably the
best in New Zealand — which is one of the mainaeador selecting Christchurch as
the study area. It is of good quality, with few gapnd well verified. Analyses of this
nature always desire longer periods, but this cabaesegarded as a shortfall.

A potential drawback is the areal representativenéshe PM, data. The Coles Place
site in St Albans is located just north of the a@gntre and reasonably representative
of central Christchurch, but there may be variagiacross the city that need to be
better understood. For instance, although the weather Christchurch is reasonably
uniform (compared to most other large urban ceninedlew Zealand), there are
features that are known to affect air pollutiorgtsas drainage flows off the Port Hills
and Canterbury Plains, and coastal sea breezasfidwese are not fully reflected in
the PM, data for Coles Place, and may be important fadtorgnderstanding the
relationships between weather and air pollutiond dheir spatial variation. An
equivalent record in terms of quality and lengthnieeded for 2-3 other sites in
Christchurch.

A second issue is that this research has focusatlyran evaluating trends in Ry
concentration, rather than the frequency of,fPékceedences. It is the latter that are

Using air quality data to track Progress towardif¥andards: Case study - Christchurch 1999 — 2006 7 3



——NHWA_—

Taihoro Nukurangi

the prime focus of the National Environmental Stadd (NES). It is therefore not yet
possible to provide definitive guidance to regiooalincils regarding their ability to
meet the requirements of the NES by 2013. This elithe focus of continued work
which will investigate the nature of the frequenttgtributions of the air quality data
and their significance for prediction of future roens of NES exceedences.

7.2.2. Weather and climate data

Again, the basic meteorological data are good asmkilly representative of the
weather and climate of Christchurch. However, thfmut the research, one major
limiting factor has been identified — the lack aftable data on inversions.

The occurrence, height and strength of inversian&la very strong influence on air
pollution concentrations because of their effectvertical mixing. For instance, in a
simplistic way, if X kilograms of Pl emissions is mixed into an inversion capped
layer 50m deep, with calm winds, then it will predua concentration of Yig m°.
However, should this mixed layer be only 25m deapd(with all other factors
remaining constant), then the resulting concemmatiill be 2 times Yug m°. The
real atmosphere is not this simple, but the paimhade that inversion characteristics
can have a dramatic effect on pollution concerurati

Data on inversions are not available for the simmpbson that it is very hard to obtain
them. The basic methodology is to have a tall tothet is fitted with temperature
sensors every few metres. Such facilities aredtiffito arrange and expensive to
maintain. Some spot data can be obtained usingrezttor free rising balloons, as has
been done many times in Christchurch (McKendry.e2@04, Corsmeier et al. 2006).
However, whilst these methods give excellent datsmecific events, they cannot be
sustained through every night during winter, foresal years.

Some benefit may be gained by incorporating thecefbf a time lag between
meteorological variables (such as temperature)patidtion: i.e. the temperature of
the preceding hour may be a better predictor opaliution than the temperature for
the same hour in which the pollution was monitored.

Remote sensing devices (such as acoustic sounderdidars) have good data
capabilities, but these have problems of their osften in terms of cost to maintain
them over the required periods.

Some attempt has been made to use the differeteimperature measurements
available, based on sensors at 1m and 10m abowgdhad. This has not proved to
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be a very strong indicator, and does not correleti with 24-hour average pollution
concentrations (which is not surprising). More defitated methods might show a
better relationship, but these have been beyondatbye of this study.

In addition, there may be other weather factor$ tizve not been studied here that
influence pollution concentrations, such as mortaitbal airflow and temperature
features around the city.

7.2.3. Social and economic data

Finally, it is obvious that there will be variabégnissions over Christchurch during
any particular period because of social and econdagtors. These might include
particular types of weather — such as long verg solaps — that cause people to burn
more than just the temperature alone might indicBlbey might also include factors
such as the price or availability of fuel — partaly electricity — that mean people use
more wood. This occurred dramatically in 1992 dgimmajor power outages, resulting
in the highest ever air pollution year. There miglsb be other subtle factors that have
been shown in some overseas studies to affect theurs of air pollution
independently of the weather — such as specialip@vents, school holidays, flu
epidemics, wild fires, and so on.

7.3.  Ongoing and future research

When undertaking trend analyses with data setshad¢oatain a relatively low number
of years (say less than 10), there is a risk thati@ng term trend contained in the data
series will be obscured by single event aberradiot/or short term changes. In trend
analyses, data sets covering longer periods of dgiradikely to provide results that are
more robust and contain greater certainty. In pinggect, eight years of data (1999 to
2006) were analysed. The results presented inrépisrt would benefit from being
revisited biannually when an additional two yeafsdata become available. This
repeated review process would add certainty todihection and magnitude of the
trends in PM, concentration illustrated in this report.

As mentioned in Section 7.2.1, it should also beddhat the main focus of research
so far has been on controlling for the influencewafather variables on average
concentrations. However, the National EnvironmeSBtaindards refer to exceedences
of specific values over certain time periods. lthe number of these exceedences that
must be reduced by 2013 — this may, or may notelaed to a reduction in long-term
average concentrations. The rationale for initifdlgusing on average values is that it
allows an assessment of general trends of air fpmillconcentrations using more
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robust statistical techniques. Future work on aialgf the frequency distribution of
hourly and 24-hour average concentrations, and pamametric analysis of
exceedences will strengthen the results presemted h

It would be of interest and value to expand thiadgt to locations beyond
Christchurch. The methods used in this study wa$t n locations that have simple
source profiles (one dominant polluter), non-compterrain and uncomplicated
meteorology. However, the single most importantdaavhich will determine the
success of an investigation such as this, is théadoility of a long term PN} data set.
Given these criteria, target locations for expagdire study could include Timaru and
Nelson. Informative results may also be obtainemmfrWellington and the Hutt
Valley. Preliminary investigations into Auckland,high has a relatively complex
source profile and varied terrain, suggest thatettla#ling a trend analysis of RM
concentrations in this region would be more of alleinge.
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Appendix A: Detailed report on the regression treanalysis

Al.  Calibration of hourly TEOM(40) PM ;,to TEOM-FDMS equivalent

The original correlation between the unadjustedrlgo@WEOM(40) data and the
TEOM-FDMS data is high (R= 0.89), but there is a tendency for TEOM(40) to
under-measure by about 18% at higher concentrafiansorrect for this, a regression
tree model was fit to predict the TEOM(40) adjustineequired based on the
TEOM(40) measurement itself, the time of year atittiometeorological predictors.
This resulted in a tree defining seven data gramsadditive adjustments to the raw
TEOM(40) data.

Because of the large range of TEOM(40) values m @fithe groups, it was felt that a
multiplication factor would be more appropriate fihis group than an additive
adjustment, so this change was made. Table Althstdinal seven adjustment rules.
To adjust a TEOM(40) value, the temperature at 1md she month of the
measurement are required. Read down the ‘critedimn until a matching criterion
is found, then apply the adjustment in the ‘adj@stthcolumn.

Table Al: Adjustment rules for one hour average TEM(40) data.
Data group name Criteria Adjustment
Very high PM TEOM(40) >= 77 multiply by 1.23
Summer, low PM TEOM(40) < 18 and December-March add 0.96
Non-summer, cool at 1m TEOM(40) < 77, April-November, templm < 3.5 add 14.36
Summer, mid PM TEOM(40) between 18 and 40, December-March add -5.69
Summer, high PM TEOM(40) between 40 and 77, December-March add -24.77
April-May or August-November, = TEOM(40) < 77, temp1lm > 3.5 April-May or August- add 4.66
warm at 1m November
June-July, but warm at 1m TEOM(40) < 77, templm > 3.5, June-July add 8.91

The adjustment has improved the correlation frof =R 0.89 to 0.93. More
importantly, the RMA best-fit line now under-meassironly slightly by 1-3% at
higher values compared to a larger under-measuterhd8% before adjustment.
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A2 Kruskal-Wallis test for significant differences

The Kruskal-Wallis (K-W) test can be used to testdignificant differences between

groups of skewed data, like pollution data. The thses not assume that the data
come from a normal distribution; in fact it congedll values to ranks before analysis,
thereby creating a uniform distribution. The K-Wutioe tests the hypothesis that all
groups have the same median rank against the aitegrthat the median ranks are
different. It returns a p-value for the likelihotkat the observed differences could
occur purely by chance. If more than two groupshesieg tested, a particular p value
can be set and the significance of the differenesvéen different groups can be

displayed graphically.

A3 Regression trees method

Meteorology is known to have a large effect on apheric PM,, so it is difficult to
look for long term trends in Pjdwithout considering and controlling for the effedt
meteorology. Regression trees were used becaugie dimear regression models,
they can handle both continuous and categoricaligiggs in the same model. They
also do not assume linear relationships, instetiddithreshold relationships to the
data. Interactions between predictors are alsoledraaitomatically.

The regression trees were fit using Matlab (Matlwwarersion 2006a). Because of the
skewed nature of PM concentration data, the RMvalues were transformed if

necessary before the model was fit. The followingré&dictors were allowed in each
model: temperature at 1m, temperature at 10m, teatye difference (1m to 10m),

wind speed, solar radiation, (all 1-hour averagaes), month (categorical predictor),
hour of day (categorical predictor).

The tree model creates classes grouping similago PBMues. The class membership
criteria are specified using the (mostly meteorwaly predictor data. The tree can be
pruned back or left at full size. Either way it guzes a number of meteorologically
specified classes, with relevance to gNVlore meaningful annual comparisons could
then be made between the BMalues within each meteorological class.
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A4 Hourly analysis

A4.1

Figure Al:

Regression trees based on complete hourly daet to create high pollution
subsets

Figure Al shows a graphical representation of dyrassion tree performed on the
full hourly dataset. The tree can be interpretectayting with all the data in the top
group. Any data with temperature at 1m <°@.§cold) follow the left branch and all

other data go right. The subset of (cold) datahim Ieft hand group is now split on
hour. Any cold data between the hours of 3 am apch&o left and all other (cold)

data go right. The other splits can be read innd@lai way. The 6 final groups are

shown with the average (square root),p¥ilues and the group number.

Ternp 1m < 4.6

Hour is Jarm-Gpps Wind Speed < 1.6

58 ' ' 34
Group 7

55 30 6.2
roup 9 Group 11
Group 10

Regression tree separating BMoncentrations into different meteorological and
seasonal classifications. Blue dots mark final dataupings and are labelled with

average square root of Rjtoncentration and group number. The red ellipsegksna

the group designated as high pollution.

Temperature at 1m was the most important predintttis model, contributing about
45% to the explanatory power of the model. Hour me&d, contributing about 20%.

Figure A2 shows the range of RMralues within each of the 6 groups produced by
the tree. Group 8 (calm night time conditions wigmperature inversion) contained
most of the high PM values and will be termed the ‘high pollution’ seh Most of
the lowest PN, concentrations are recorded in groups 7 and léracterised by
warmer conditions occurring either near summer it wind.
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Distribution of FOMS in terminal nodes

300

280 ¢

200 ¢

150

100

5012

Terminal node nurmber

Distribution of PM, within the groups produced by the tree model. Huorial red
lines inside the blue boxes indicate the mediathcneles indicate the mean, and blue
boxes encompass 50% of the data in each groupk Blhtskers extend to 1.5 times
the inter-quartile range and data outside thataeked by red crosses. The large red

ellipse marks the group designated as high pofutio

A4.2 Significance of time trend results based on &high pollution hourly dataset

Figure A3:

Figure 3.1 in the main report shows RMrends through time for data in the high
hourly pollution subset (group 8). Figure A3 showse significance of these

differences using the Kruskal-Wallis significanaestt Differences are significant
where the bars do not overlap, i.e. the reductigmoilution between 2001 and 2003 is
significant, but that between 2001 and 2002 is not.

1604 data (Kruskal-WWallis 95% significant difference ranges)

180

() e e " ------
19859 2000 2001 2002 2003 2004 2005 2006

160 |--

140

PMo (ug/m?)

Significance of annual differences in the high piodin hourly subset (group 8) using
the Kruskal-Wallis test. The white diamonds repnésbe median concentration of

group 8.
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In order to further reduce the amount of meteorickigvariability in this subset of
data, a multiple linear model was fit to the ddthis model showed that 18% of the
variability within the high pollution subset couldtill be accounted for by
meteorological and seasonal effects. The modelbeamised to predict a pollution
value based solely on the meteorological predietoiables. It was then possible to
compare the actual pollution with the meteorololfjearedicted value. In theory, if
emissions are higher, the observed pollution vagugkely to be higher than that
predicted using meteorology, and vice-versa. Fig\feshows that the median actual
pollution was higher than the predicted pollutiariB99-2002, but that the actual and
predicted values have been quite similar since.thkis suggests a potential decrease
in PM;o emissions from 2001 to 2004.

Abowe or below predicted for MLR model on high pollution subset from first tree

180
L | ' | [ [ '
1 n | | | | I
e [0 n S S SRS SRR SRR BRSNS EEEH SRR S R [ —
z e
3 |
5 sof e e ECR e -
=
o  I— | I—
=
=0 1 1 1 [
E T
3 L | e
O = I [ P, T DD PP R EUDE PR S - JH R
=0 e ] e i [ -
| | | | | | | |
P R A A N R R B
1999 2000 2001 2002 3 2004 200

s8]

0o

Figure A4: Comparison of actual pollution with meteorologigghredicted pollution (using a
multiple linear regression model) based on a subSédtigh pollution hourly data
(group 8).

A4.3 Regression tree based on high pollution hourlyata to create extremely high
pollution subset

Figure A5 shows the regression tree fit to the lghution hourly data.

Figure A6 shows the range of RiMalues within each of the groups produced by the
tree. Groups 3 and 4 contain most of the low palfutiata and were separated early

in the tree. Data from all groups except 3 and W lvé termed the ‘extremely high
pollution’ subset.
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Wyind Speed < 1.17
A,

Wlanth is sep-mar

Group 4

2 Terp 1m < 1.435

Temp differgfice < -2.21

3

A Month € (4, 5,7, 8)

265

126 192 321 240 194
Group 12 Group 14 Group 16

Group 13 Group 15 Group 17

Figure A5: Regression tree fit to high pollution hourly dadue dots mark final data groupings
and are labelled with average RMoncentration and group number. The red ellipse
marks the groups designated as extremely hightpmilu

Distribution of FOMS PM10 (pg'm3) in terminal nodes
- - T

500

400

300

200

FOMS PM10 (pgim3)

100

3 4 g 12 13 1 15 16 17

Terminal node number

Figure A6: Distribution of hourly PM, within the groups produced by the tree model. Huorial
red lines within the blue boxes indicate the medrad circles indicate the mean, and
blue boxes encompass 50% of the data in each gBlapk whiskers extend to 1.5
times the inter-quartile range and data outsidé¢ @in@a marked by red crosses. The
large red ellipse marks the group designated asrerty high pollution.
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A4.4 Significance of time trend results based on geme high pollution hourly data

Figure A7:

Figure 3.2 in the main report shows hourly #Mends through time for data in the
extremely high pollution groups. Figure A7 showse tkignificance of these
differences using the Kruskal-Wallis significanestt

1054 data (Kruskal-VWallis 35% significant difference ranges)
EED ______ ISy S el s s e [ e g s e s L

240
220

FOMS

200
180

1998 2000 2001 2002 2003 2004 2005 2006

Significance of differences in hourly RMin the high pollution group (14) using
Kruskal-Wallis test.

A multiple linear regression model was fit to tlsgbset of data to see how much
additional meteorological variability could be rerad. The model could explain only

9% of the variability in the dataset, althoughsitniot likely that all of the remaining

91% of variability can be attributed to emissions.

A5 24-hour analysis

A5.1

Regression tree on complete 24-hour dataset ¢reate high pollution subset

Figure A8 shows the regression tree fit to the dete4-hour dataset. Wind speed is
the most important predictor in the model and cbuotes just over half of the
explanatory power of the model. Nearly all of thet@er-March data fall into groups
18 and 19 (low pollution groups).

Figure A9 shows the range of RiMalues within each of the groups produced by the
tree. The groups containing most of the highedupoh data are groups 16 and 17
(calm, cold days with temperature inversion). Gr@fpalso represents fairly high
pollution. It contains slightly windier winter daybat are cold, with a temperature
inversion of at least -0.3 degrees.
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L3 Windspd mean < 1.43436

Tempdim mean 2812105

A 2y Month € (1,2,3,4,9,10, 11, 12)

TempDiff mean </~0.128351
Maonth (2, 3 , 8,10,11,12)
A

Windspd rean < 2.03631
45 Maonth 2 (1,2,3,10,11,12) i

TempDiff meah < -0.3125
Temp10m fmean < 152905

Windspd riean < 1.24Y34 Windspd mean < 2 62612 Windspd mean < 2.52672

& sty 4e8%ee 6aliss = ux s X

Termp10m mgan < 7 .99 TempOlm mean < 29165

342569 36816 45253 360 4 5.58hog 4 404

Node 16 Node 18 Node 19

Node 17

8.00389 ¥6.32104 6.43917 467314
Node 26

Figure A8: Regression tree fit to full daily dataset. Bluedotark final data groupings and are
labelled with average square root of gMoncentration. Groups of interest are also
labelled with the group number. The red circleskrhe groups designated as high
pollution.
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Distribution of FOMS in terminal nodes
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Figure A9: Distribution of PM, within the groups produced by the tree model. ktorial red
lines within the blue boxes indicate the mediaml, c&cles indicate the mean, blue
boxes encompass 50% of the data in each groupk Blhiskers extend to 1.5 times
the inter-quartile range and data outside thatn@aeked by red crosses. The ellipses
mark the groups designated as high pollution.

A5.2  Significance of time trend results for high pllution 24-hour data

Figure 3.1 in the main report shows RNtends through time for high pollution daily
data. Figure A10 shows the significance of thefferginces using the Kruskal-Wallis

significance test.

206 data (Kruskal-Wallis 95% significant difference ranges)

100

90

FDMS

80

70

1999 2000 2001 2002 2003 2004 2005 2006

Figure A10: Significance of differences in high pollution dayo using the Kruskal-Wallis test.
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In order to further reduce the amount of meteorickigvariability in this subset of
data, a multiple linear model was fit to the dd&mure A1l shows that the median
actual pollution was higher than the predictedymh in 2000-2001, and lower than
predicted from 2002 to 2004.

Above or below predicted for MLR model on 206 high pollution daily data

Difference from predicted FOMS

1 1 | | 1 |
1999 2000 2000 2002 2003 2004 2005 2006

Year

Figure A11: Comparison of actual pollution with meteorologigairedicted pollution (using a
multiple linear regression model) for a subsetightpollution daily data.

Figure A11 can be compared with Figure 3.3 in tl@nmeport. Removing this extra
28% of variance has resulted in the positions efrttaximum and minimum moving
back by two years. The shape of the graphs arewsbatesimilar with an early rise
and fall (peaking in 2000-2002, falling to a minimun 2002-2004), followed by a
very slight rise up till 2006.
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Appendix B: Detailed report on the simple correlaton analysis of PMg
and weather

B1 Objective

The objective of this component of the researchioisexamine the relationships
between PM, concentrations and various weather factors ingitirurch. The trends
in ambient concentrations are assessed by examitiagweather and climate
conditions over the study period, allowing inferesdo be made about trends in
emissions.

B2 Summary Conclusions

This is a simplified graphical correlation analysiexamining straightforward
relationships between temperature, wind and matdtéiM, concentrations over the
years 1999 to 2006, which shows that:

The relationship between weather factors and theewitime PMy concentrations
appears to show concentrations have been decreasmnghe 7 year period (but not
uniformly)

This suggests that emissions from wood burneréiénarea around the Coles Place
monitoring site in winter have been decreasing—far a given weather condition the
resulting PMy concentration is not as great in recent yearswasd in the past.

The data and analysis techniques are too noisyaotify this further at this stage.

B3 Background

Weather conditions affect pollutant concentratitmash through changing people’s
behaviour (i.e...is it cold enough to fire up the burner.”)and also by changing the
rate of dispersion (i.e..’is it windy enough to blow the smoke away..Fdr
example, cold days have a direct effect on homérigeamissions, so that it is usually
assumed that the colder the day, the more domlestiee heating emissions occur.
There is some evidence that the effect is mordestitan this rather obvious one, as
some people may not start their burners until theree been two or three consecutive
cold days. Also, different people have differennhperature thresholds, and finally,
the ‘type’ of cold weather may influence heatingidmns, with still clear day-time

Using air quality data to track Progress towardif¥andards: Case study - Christchurch 1999 — 2006 3 5



——NHWA_—

Taihoro Nukurangi

cold weather being less of a trigger than cold mights. So temperature alone may
not be very highly correlated with emissions beydhd obvious general seasonal
factors.

Other weather conditions such as wind speed affefitant concentrations. High
winds increase dispersion, while long periods ghtliwinds can result in decreased
dispersion and elevated pollutant levels.

A more subtle and difficult to analyse factor i® tbccurrence of inversion layers.

These are due to complex meteorological factorsthed extent or frequency is not

measured directly. Their details are inferred freamious other measurements, and
they can have a strong influence on the trappirgrgsollution.

The study conducted here attempts to elicit prinrafgtionships between BMand
the simple weather variables of temperature andl wpeed. It does not include an
analysis of the secondary factors — such as penbdsld weather that may induce
people to use their home heating appliances more.

B4 Methodology

Creating one continuous data set from 1999 to 2@@@ssitated combining data from
various monitors (Table B1). It is acknowledgedttieambining these data sets
introduces variability. However, the analysis belfmouses more on long-term trends
in PMyo concentrations and the impact of weather varighilpon them. The data set
analysed combines monitoring data from a TEOM&@xt two FDMS TEOM@30
monitors. In general, FDMS TEOM data were preferadthough earlier monitoring
years 1999 to 2002 consisted of only TEOM@40 didaaccount for the tendency for
TEOM@40 monitors to under-measure at higher comggohs, and to achieve
consistence between the monitors, a correctioroffagas applied, as follows: if the
TEOM@40 measured 44 ug®or higher, the FDMS equivalent = (TEOM@40 +
3.15) /.75, and if TEOM@40 measured less than 44nfigthe FDMS equivalent =
(TEOM@40 -2.23) [.74. This correction factor wasammended by Environment
Canterbury.

! These figures refer to the inlet temperature & TFEOM (tapered element oscillating
microbalance) instrument used to measure ambient,.PMe filter is heated to prevent
moisture entering the instrument and can be setdmt 30°C and 50°C. Heating significantly
above ambient temperatures tends to evaporate ebthe volatile component of the R
producing lower values that need to be correctedgiee with the reference method. The
FDMS is a recent adaptation that splits the flowjrdy and heating to 30°C and chilling to
capture volatiles otherwise lost. Concentrationsnfithis method agree well with the reference
method.
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Table B1: Overview of PMy monitoring at Coles Place, St. Albans, Christchurc

Year PMy, data sets * Data set used for analysis *

1999 TEOM@40° Corrected TEOM@40°

2000 TEOM@40° Corrected TEOM@40°

2001 TEOM@40° Corrected TEOM@40°

2002 TEOM@40° Corrected TEOM@40°

2003 TEOM@40° FDMS TEOM@30° Primary: FDMS TEOM@30
Secondary: Corrected TEOM@40°

2004 TEOM@40° FDMS TEOM@30°#11 FDMS TEOM@30°#12 P rimary: FDMS #11 TEOM@30
Secondary: : FDMS #12 TEOM@30
Tertiary: Corrected TEOM@40°

2005 TEOM@40° FDMS TEOM@30°#11 FDMS TEOM@30°#12 P rimary: FDMS #11 TEOM@30
Secondary: : FDMS #12 TEOM@30
Tertiary: Corrected TEOM@40°

2006 FDMS TEOM@30° FDMS TEOM@30°

! Datasets do not always represent complete or near complete years. Monitoring is often intermittent.

2 Datasets were often combined to account for missing data. Primary denotes the main dataset used. Secondary and Tertiary
data was used when primary data were not available.

B5 Note on Calms

Figure B1:

This study makes reference to calm winds or perafasalm winds. For the purposes
of this study calm winds were designated as thdde wourly averages less than 2 m
s™. This is a relatively arbitrary designation, alilgh it is based on the data plotted in
Figures B1 and B2 which show the 1-hour &bncentration versus the hourly wind
speed. As can be seen from the figures, wind conditless than 2 m’sresult in

reduced dispersion, leading to a higher numberoofdiwith elevated concentrations

of PM.

o [pon )

1-hour FM

1998-2005 - Hourdy data

Haurhy wind speed [mis)

1-hour PM, versus hourly wind speed (0-10 /) sit Coles Place, 1999-2005.

Using air quality data to track Progress towardif¥andards: Case study - Christchurch 1999 — 2006 5 5



——NHWA_—

Taihoro Nukurangi

2 1999-2005 Hourly data

1-hour FI - (pgin )

P
i
Fa
[
[

Houdywind speed [m/is)

Figure B2: 1-hour PM, versus hourly wind speed focusing on lower rarfgeiond speeds (0-3 m
s') at Coles Place, 1999-2005.

Clearly, there is a range of choices that can bedemahen defining calms. The
accepted meteorological definition is 0.5 m. ghis may be acceptable for air
pollution analysis, but from the data in Figure iB& seen that a significant number
of high pollution hours can occur at wind speedsvabthis. By the time the wind
speed is 2.5 mi’sor greater, the concentrations definitely decre@ke value of 2.0 m
s' was chosen to encapsulate all the high polluticoncentration hours
(concentrations above 2Q@y m®) in the data set. Similar results are obtained wit
choices of 1.5, 1.0, or 0.5 rit,salthough the amount of data is less, and thezefuoe

statistical results less significant.

250

(S

£

o

= 200

c

el

=

g |

< 150

)

(&)

3 100 - i '

o

—

= il |

0_50

L —

>

)

slo\\\\\\\\\\\\\\\\

J D D DO O d A N AN m WM & F T O O © ©

“‘ 222222 ILIRII
CC>>\"—‘L - D _CC>>‘HL
T S0 3 L o 85T R >S50 3L g
> zs O0<y =20 » > =z s O < ¢

Figure B3: Historical 24 hour PN, record for Christchurch using data from Coles @|é1999-
2006).
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B6 Results

Simple correlations and plotted relationships aseduto determine the interaction
between PN} and weather conditions in Christchurch by exangnPM, data
monitored at Coles Place from 1999 to 2006. Théclmmsrected hourly data series is
shown in Figure B4, while Table B2 shows the catieh of various winter weather
conditions with the average RpMor June and July. Temperature and the number of
calm winds show the highest correlation.
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Annual average PM
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Figure B4: Annual average P\ concentration (pg 1) and annual peak Plconcentration (ug
m’®) for Coles Place (1999-2006).
Table B2: Correlation of average 24-hour RMvith various weather conditions for the months
of June and July.
Average Average
Average Average Average temp Average percent
PM1o temp at temp at  difference Wind hours of of calm Average
June and (Coles) im 10m (1m-10m) speed calms winds RH
July of: (Mg m™) (°C) (°C) (°C) (ms™)  (day) (%) (%)
1999 58.0 6.7 7.9 -1.2 2.2 13.0 54.1% 85.1
2000 38.3 8.4 9.2 -0.8 2.3 115 48.1% 74.1
2001 64.8 5.6 6.2 -0.6 1.8 15.5 64.4% 72.0
2002 48.7 6.4 6.5 0.1 1.8 14.0 58.4% 79.1
2003 49.9 6.8 7.4 -0.6 1.9 14.0 58.5% 77.0
2004 51.0 6.9 7.6 0.7 2.0 14.0 58.5% 75.7
2005 46.2 6.9 7.0 -0.1 2.0 13.8 57.4% 78.1
2006 50.8 5.7 na na 1.9 na na na
Correlation -0.79 -0.63 -0.26 -0.54 0.75 0.75 0.07
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The correlation between Blyand temperatures and calms is not independentl Col
temperatures and calm winds can themselves belatede although not necessarily
completely equivalent in producing high RjMalues. For instance, there could be
cold windy days with low PM, or relatively warm calm days with high RMThe
correlation with vertical temperature differenceifly a crude indicator of inversions)
is not at all strong (-0.26). Temperature inversiare transient in nature, and vary in
depth, which has a significant effect on the amiitvl,, concentration on an hour by
hour basis. These transient events are not alile tesolved and accounted for when
using 24-hour averages, as has been done here.

Figure B4shows an overall downward trend in bothuah average and annual peak
PM;q concentration despite year-to-year fluctuationso $ome extent these

fluctuations may be due to emissions reductionfoagh actual trends cannot be
determined without examining weather conditions.

Figure B5 shows that the majority of exceedencesiroon cold days with calm winds
(The results do not change significantly if 1.5206 m &' are used to define ‘calm’,
but they do if lesser or higher speeds are usenly.dxceedences occur on days when
calm wind periods occur for less than 50% of theeti Also, most exceedences occur
when the average daily temperature is below 10°C.

30
¢ Coles Pl monitored days (1999-2006)
¢ Coles Pl exceedence days (1999-2006)
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Figure B5: Comparison of monitored days and days which exabtue NES for Coles Pl (1999-
2005) using average daily temperature and percemBgalms.

Figure B6 shows the time of year and temperaturehith exceedences occurred for
2001. The data show that the majority of exceedenceur during the winter months.
In order to determine why some cold, winter dayshdbresult in an exceedence, an
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additional figure is presented to examine wind d¢omas during June and July. Figure
B7 shows that the magnitude of the 24-hour,fébncentration is closely related to
the hours of calm wind periods experienced that Aasimilar pattern exits for all the
years in the study (not shown).

2001
25 | I
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* I | & Exceedence days| @
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Figure B6: Monitored days and exceedence days for 2001. Tthbar indicates the dates chosen
for further analysis as seen in the figure below.
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Figure B7: Correlation of calm wind conditions and 24-hour RB&bncentrations for exceedence
days, 1999 to 2006.
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There is not a particularly strong relationshipwestn temperature and the average
number of calms winds. However, 2001 experiencel the coldest temperature and
the highest number of hours of calm winds. Thisryeao experienced the second
highest PM, concentrations (only just lower than 1999).

B6.1 Trends
Figures B8, B9 and B10 show days with similar weattonditions throughout the 8
years studied, providing a simplified way to ‘dertd’ the PM,. Here the ‘weather’ is
determined only by air temperature and wind spéashlly, it should include other
parameters that are known to affect pollution catregions — particularly the
presence and strength of temperature inversionseler, data on inversions are not
readily available, as this is a difficult parametermeasure. Some further work is
being undertaken using limited temperature praddéa as an indicator of possible
inversions.
100
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Figure BS: Trend analysis: average RMconcentrations on days with an average temperature

below 5°C.
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Figure B9: Trend analysis: average RMconcentrations on days with an average temperature
between 3 and 6°C.
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Figure B10: Trend analysis: average Rjconcentrations on days with an average temperature
between 6 and 9°C.
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B6.2  Trends for PMy, on cold days

Each of Figures B8, B9 and B10 shows that for lal thoices of the definition of

“cold’ (being <5 °C, 3-6 °C, and 6-9°C) there idiscernable trend for lower average
PM;o concentrations in the more recent years. Thespdsature choices are arbitrary.
This is not uniform from year-to-year and cannotused to make any prediction
about what might occur in future years. It doesashdevel of correlation that implies

emissions are reducing, but does not discount dissilpility that more subtle weather
features have an influence.

B6.3 Trends for exceedences

Figure B11 shows a simple correlation between tnaber of exceedence days and
the average temperature for the two winter monthgume and July. In the most
general way, colder winters tend to have a highembrer of exceedences (for
instance, 2001 was particularly cold and had tlghdst number of exceedences,
conversely 2000 was relatively warm and had a lomember of exceedences).
However, 2006 was as cold as 2001 (on averagd)duufar fewer exceedences. This
may be due to emissions reductions, or may bedbgtrof a more subtle feature in
the weather that is not explained by average teatye.
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Figure B11: Winter-time exceedences and average temperatures.
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B7 Correlation Model

Figures B12, B13 and B14 show daily RMoncentrations as a function of
temperature and calms for each year in the studyré& B14 does not contain data for
2006 as it was unavailable at the time the analyais undertaken. These curves are
basic logarithmic fits to the relationship betwesaily temperature and daily BM
concentration. They indicate in a simple way theeetation of a particular
concentration occurring on a given day of a paldictemperature. The logarithmic fit
was chosen (as opposed to linear or polynomiail) gises a better fit to the data. The
data show a large degree of scatter and must &piated with caution.
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Figure B12: All days plotted, showing annual differences in teéationship between PMand
temperature using logarithmic regression.
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Figure B13:  Only June and July, showing annual differencefénrelationship between Riand
temperature using logarithmic regression.
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All days with daily calms 75% or greater (16 houst)owing annual differences in
the relationship between Ryand temperature using logarithmic regression

These results indicate that, overall, recent ysach as 2003, 2004 and 2005 have
experienced lower PM concentrations than earlier years during condstiohsimilar
temperatures, or similar frequencies of calm pevriod

Although these figures are very noisy, with a iie&dy large scatter in the data, they
do indicate a decreasing slope in the relationsdlgtween PN, and temperature

(especially when the coincident occurrence of cabnalso taken into account). In
other words, for a given set of weather conditibmiter temperatures essentially),
the PM, concentration seems to be lower in more recentsy@ag. 2004 and 2005)
than in previous years (e.g. 1999, 2000) suggestilayver level of emissions in the
more recent past. This is analysed in more detdiié next section.

Correlation overview

The results presented so far are difficult to iptet due to the large scatter in the data.
The data were transformed in various ways in ortertest the fit of various
relationships between parameters. The best fit wlasined with a logarithmic
transformation of the concentrations (shown in Fega15).

These relationships are explored further, where cihefficients of the logarithmic
relationships are plotted for each year. Theseianply called “Factor A” and “Factor

B”, from the logarithmic fits of the form:-

24-hour PMg = -A x Ln(weather parameter) + B

Using air quality data to track Progress towardif¥andards: Case study - Christchurch 1999 — 2006 4 6
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Figure B15: All days plotted, showing annual differences in teétionship between PMand
temperature using logarithmic regression, with twncentrations plotted on a
logarithmic axis.

The nature of the correlations are summarised durith Figures B16, B17 and B18.
These reflect the form of the relationships plotte&igures B12, B13 and B14.
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Figure B16: Summary of the regression relationship between envitémperatures and average
PM;,, where A and B are parameters from the logarithexdgiation described
previously.
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Figure B17: Summary of the regression relationship between Jme July temperatures and
average PN, where A and B are parameters from the logarithequeation described
previously.
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Figure B18: Summary of the regression relationship between gadmiods and average R

where A and B are parameters from the logarithrgicaéon described previously.
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These figures thus highlight the way the relatigmsbetween emissions and
concentrations has changed from year-to-year, ugidlen weather scenarios (based
on air temperatures and number of calm periods).

This is not a realistic relationship, but a simjdisvay of describing these curves.
“Factor A" and “Factor B” do not represent physigatiables, since they are simply
descriptors of an arbitrary transformation of thelationship between daily
temperatures and averaged concentrations. Altgents could have been used, such
as:

24-hour PM, = A x exp(Bx average daily temperature)

This is also a reasonably good fit to the data @ produce slightly more realistic
parameters, with “A” being an estimate of the jgMoncentration at 0°C and “B”
being the change in temperature leading to a Hect®n in PM, concentration. The
simplistic logarithmic factors do, however, givenso indication of the way this
relationship has been changing from year-to-year ¢le period, shown in Figure
B18.

Both factors have been decreasing, but with sorgesdeof year-to-year variability, as
yet unexplained. It is important to note that thdaetors do not represent any
particular geophysical parameters — they are 8tatisdescriptors of the data
analysed. This analysis was also conducted foavkeage temperature over the whole
winter period, and for the frequency of calms.

There is considerable year-to-year variation. Th@12year stands out, having been a
particularly cold year with a higher than normal camt of calm periods. The
relationship is strongest with average temperatitras likely that some of the
variation in these figures is due to weather vadesithat have not been included in the
analysis — such as inversions.

B7.2 Summary

The key findings of the analysis are:

«  PMy concentrations are strongly dependent on the seasith 24-hour
concentrations peaking in winter with values inessof twice the standard
(summer time PN} concentrations rarely exceed 20 pgand almost never
exceed 30 pg .

Using air quality data to track Progress towardif¥andards: Case study - Christchurch 1999 — 2006 7 6
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e Over the winter months of June and July from 1392Q@06, exceedence of
the 50 pg ristandard occurred on 42% of all days on average

* Ambient air temperature exhibits the strongestetation with the number of
exceedences, with the next strongest correlatiamghihat of the number of
periods of calms winds. Colder weather generakbylts in higher emissions,
and higher concentrations.

* Wintertime PM, concentrations are heavily dependent on the wind
conditions, with more calm periods generally rasglt in higher
concentrations.

* The relationship between emissions and concentisafiar given temperature
conditions appears to have been weakening betwé&S9 and 2006,
suggesting that emissions may have been reducegtiors period.

When some of the year-to-year weather variabiltyaccounted for, there is some
indication that emissions have been reducing dwefdst few years.

This has been a straightforward graphical analysish simple correlation
calculations. It is important to understand the plax nature of the relationships
being analysed through visual inspection, as welluasing advanced statistical
techniques. A natural extension to the analysie isow use more powerful statistical
techniques in order to (a) quantify in more dettad relationships discovered, and (b)
give an idea of the statistical significance of tbkationship.

B8 Discussion

This analysis shows some level of correlation betweeather and P}y but it is by
no means strong. As noted earlier, the relationshifikely influenced by other
weather factors than have not been analysed —asugfversions. Some attempts will
be made to do this, but good data are simply nailable. They do not account for the
secondary variations that must occur for ‘coldersus ‘warmer’ winters.

B8.1 Auckland

Some preliminary results for Auckland are less enaging, but this is due to several
specific factors where Auckland is different fronther New Zealand cities: (1)
Auckland is geographically and meteorologically moomplex than Christchurch, (2)

Using air quality data to track Progress towardif¥andards: Case study - Christchurch 1999 — 2006 8 6
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PM,, concentrations and the number of exceedences dklénd are not as great, (3)

exceedences in Auckland occur not only due to hbesing, but also a significant

number occur on moderately — or even very — winalyscand are thought to be due to
dust and sea spray, and (4) in Auckland a prinapalributor is vehicle emissions

rather than the home heating emissions that dominathristchurch.

The ultimate aim of this work is to try to incorpte future predictions of New
Zealand weather from climate models and assess mlgitt be the effects on air
quality for several years into the future.

B8.2  Speculation

Given the results shown in Figures B16, B17 and, B&1i8 tempting to conclude that

there is evidence of a systemic reduction inf®missions in the Christchurch
airshed. The data may well indicate this, but thgults need to be interpreted with
caution, since (a) there is substantial variabgibd the statistical significance of the
relationship has not been calculated, (b) the vezatationships are crude, omitting
important factors such as inversion extent andngthe and (c) some secondary
drivers have not been accounted for, such as fimdgor particularly cold, or warm,

periods.

Using air quality data to track Progress towardif¥andards: Case study - Christchurch 1999 — 2006 9 6



——NHWA_—

Taihoro Nukurangi

Appendix C: Detailed report on the complex regressin analysis of
PM;, and weather

C1 Introduction

This appendix serves as an elaboration of the aisafyresented in Section 5 of the
main report. The following section provides a dethistep by step overview of the
methodology used, followed by a schematic presemtabf the methodology in
Section C2. The final section presents additiorgpirés which were not incorporated
in the main report.

C2 Detailed overview of methodology (step by step)

1. Calculation of evening averages of BMnd weather variables (5 pm — 12
am) from hourly data.

2. Transformation of PM concentrations using the natural logarithm {iand
of wind speed using the square root (sqrt).

3. Creation of subsets of lpd®M;o and meteorological variables (sqrt wind
speed, temperature at 1m, temperature differentveeba 1m and 10m) for
each year.

4. Separation of each year into summer and wintbsets (November — April

and May — October, respectively).

5. Regression of IggPM,o against temperature for each seasonal subsetréFigu
Cl).
6. Removal of correlation via recalculation of JoBM;, values through

application of following formula:
corr. log: PMyo = (((loge PM — (a + b TEMP)) / 2)- V3)) + avg. PM
with corr. loge PM = natural logarithm of temperature corrected ;PM

concentration,loge PM = natural logarithm of raw PM concentrations,
TEMP = 1m air temperaturegvg. PM = mean raw Pl concentration for

Using air quality data to track Progress towardif¥andards: Case study - Christchurch 1999 — 2006 0o 7
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each seasorg = intercept of the calculated regression & slope of the
calculated regression.

Rejoining of seasonal subsets into a completess@-igures C2 and C3).

Removal of remaining temperature correlatiomdpeating step 6 (Figures 5.3
and C4).

Multiple linear regression using temperature@ced log PM,, as dependent
variable and square root wind speed and temperatlfference as
independent variables.

Anti-log of observed and predicted values armdcuation of residuals
(observed minus predicted).

Adding of residuals to overall mean of tempan&tcorrected PMto produce
adjusted series (Figure C5).

Application of moving average filter with a wiow of 365 days for 2
iterations (Figure 5.4).

Creation of annual bar graphs for comparisoth wesults from other
techniques (Figures C6, C7 and C8).

Using air quality data to track Progress towardif¥andards: Case study - Christchurch 1999 — 2006 1 7
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1.

Transform PM,, concentrations using the 1. Transform wind speed using the square root

natural logarithm (log,).

T (sqrt).

2. Calculate evening averages (5pm — 12am) from hourly data.

¥

3.

Create subsets for each year and split into summer (November-April) and
winter halves (May-October).

¥

4. Linear regression of log, PM,, against temperature and subsequent removal

of dependency for each subset.

¥

5.

Rejoin subsets and remove remaining dependency by repeating step 4.

¥

6.

Multiple linear regression using temperature corrected log, PM,, as
dependent variable and sqrt WS and TDIFF as independent variables.

¥

7. Anti-log observed and predicted values and create residuals which are added

to overall mean of temperature corrected PM, series.

L4

8.  Application of moving average filter to adjusted and raw PM,, series with a

window of 365 days for 2 iterations.
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C4  Figures displaying resultgas referred to in Section 5 of the main report)
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Figure C1: Log. PMy, as a function of temperature at Coles Place, Bams in a) winter, and b)
summer 1999.
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Figure C2: Scatter plot of rejoined corrected time series I®99-2006 showing remaining
temperature dependency.
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Figure C3: Raw time series of PM concentrations for Coles Place, St Albans (192066).
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Figure C4:  Temperature corrected time series of pkbncentrations for Coles Place, St Albans
(1999 — 2006).
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Figure C5: Meteorologically adjusted time series of BMtoncentrations for Coles Place, St
Albans (1999 - 2006).
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Figure C6: Box plot of the meteorologically adjusted time ssrof PM, concentrations showing
the median and 25% - 75% percentiles for each year.
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Figure C7: Box plot of the meteorologically adjusted time ssrof PM, concentrations showing
the median and 25% - 75% percentiles for each wontlyy (May — August).
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Figure C8: Box plot of the final adjusted times series of fFMoncentrations showing the mean
and standard deviation for each winter only (Majugust).
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